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2 oneAPl 7OJ0S=VJ-EFI)L

ANTOYZFRAAVE2—FT«4VITIR KA TOey -7 o5 L —5—F N1 R0F mzEAL T, I—F
L DPERLEFTLET,

oneAPl 0TS =7 -EF )L T—7iliF] C++ (DPC++) L0 OpenMP* (Fortran, C,C++) D 2 DOATFOY
Z7AAVEa—Ta VIO BEREYR—LLET,

SYCL* [FOORTIYETA—LOHERILAV—CT, 7TV =23V ORAREN—RILOTI—RIFLY —R 77
TIVNCEFENBDANATOIV 77OV T—HOI—REIZEERNG ISO C++ ZFEALTRRTBDENTEET,
DPC++ A—TV—X-7OV P RE LLVM C++ TV/IAS5—IC SYCL* DY R—rEBILTVWET AV FIL°
oneAP| DPC++/C++ OV /)\14S—[E 1T IL® oneAPI R— XV —)LF v RIEENTLET,

OpenMP* [£ 20 LA LICEDIEE {vaN TS OIS =V IEETHD AT I OpenMP* fBEED/\—T/ 3>
5 #ERRLTVET,OpenMP* A 70— Ri#REA YN —~d 517 I/L° oneAPl DPC++/C++ I/ 5—I[&,
127 )L® oneAPl R—Z Y —)LFYV BRIV FTIL® HPC W—ILFv ~IEFENFET . OpenMP* AT 0O—RAEH
IN—bkd 2127 )L° Fortran 3V /\1Z—I&, A7 IL° HPC WV —)LF v +TRMHESNET,

3E: OpenMP* [ FPGA T /\A A ClIEHR—kENE A,

ROETY 37Tl ZNZENOSEICOVTHEICTHALFRBEROSREZRLET,

2.1 SYCL* ZfERLTfz C++ OF—HilliFI T

C+t+ TEEMOBVWT -5 TOTS =V T%TIA—T VT RIVFARYST —ICEBD NILFT7—FFTITFv—D
TIR—BIE SYCL* ZHIR— I B1EEE C++ [CEOTERSNEITLSYCL* (VI EFHET) (F.O01VILT1—-
JU—DOORTZY T A—LOBRILLAVY—C . 7 TUT =3V ORAREA—RIILOO—RELY —XT 7
TIVCEEND ATOIZFR- 7Oy —HAOI—RZZEENR I1SO C++ ZEALTCRRI D ENTETET,
DPC++ A—=T V=R 7OV T HE LLVM C++ OV /{1 5—IC SYCL* DY R—FZEEMLTNET,

2.1.1 Fa-—-SLFESBEFERALEFRERGEYTILO—-F

SYCL* DB AZRITREDSAIG BBEGY Y TILEFRITEZIETLEDSYCL [FHRID C++ ZR—RELTLD
1z, COBITIES AT ORI GEEE C++ [CBIISN, LW<DODDOBEEAFRL CLWFEI HEEN N
BOMEEICHERL TULVELTH, ZNHOEKEMEE Y Y TILOI Y FTHERARDSIEENIENETSYCL, ([CLDTS
OU S =T DOREREBATLNE, CNBOFTLUL CH+EBEIFBARICZ T ANSBNETLELD,
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ROY>YF)LI—RIE a[0] = 0.all] = 1.... DESICERIOBRERZAZDTI VT VIAEICEKELET,

1. +#include <CL/sycl.hpp>

2. #include <iostream>

3.

4., constexpr int num=16;

5. using namespace sycl;

6.

7. int main () {

8. auto r = range{num};

9. buffer<int> a{r};

10.

11. queue{}.submit ([&] (handler& h) {
12. accessor out{a, h};

13. h.parallel for(r, [=](item<l> idx) {
14. out [1dx] = 1idx;

15. }) i

16. });

17.

18. host accessor result{a};

19. for (int i=0; i<num; ++1)

20. std::cout << result[i] << “\n”;
21. }

BAICSAKZEIF V=R T7MILAY 1 DULHVGWTETYT , DED MRARI—REATO—RESNB 7oL —
H—O—ROBMANZDOE—DY —RT 71 ILHBERSNET IRITSTEEINRE KL BXHIBED C++ THDE
WSZETT, IHNEAERIBIT DHLVWF—D—ROTSTTIFFERSNTOVETANRDDIC, HRE(IE C++
DS A%NLUTRIRSNTVWETHZIL 9 THICHD buffer ISRIEZT/INARAICATO—RESNdT—5FE2ERKL,
11 TBE® queue IS RIFIRASNST IS L —5F—\DOEHieRLET,

OJVIIFRDOEDICEMELET .8 TEE 9 TTE T MEMEERZEL 16 D int BERD buffer ZIEHLET,
ZD buffer [FERINDESITHERBLET 11 TETIZIEIL—5—F/\ARICEHFHITDF 21— (queue) ZIERLLE
I, COBBEZHITIE SYCL* SUAAMLNNT 7AW DT IS L —5—F I\ A AEERLEITN, 7 U T -3
[CEoTIX VRTLAORROY —%FEL TR EDT7 IS L —VavAaRIRT B EHTEEFI  Fa—DER SN
BE.ZOBITIF submit () XVN—BEHEFOHLT. 78I L—9—ICTO—0FXELEIT. D submit ()
B OSI ML LATEHTHD RA L ETICICETINE T TLAYBEIIIRD 2 DOZEETVET 1 DI,
12 TEC7 08 —%2ERLET . 7o —13N\VI7—DBREZESACIENTEEITRIC, 13 TET
parallel for () BHENFOELTI—FRE7IEIL—5—TEITLET,

parallel for () OMEHELICIE 2 DOSIMNHDET 1 DIFTLATEHTHD B 1 DIF/N\YT7—RNDOEER
Haernd@EBEATI O r TIL,SYCL* [ SLATBEENL VY IADAVTVIRZEIL—E (\wIT7—BEREIC
1E) 705 L—5—TCHNMEESNBIDITABLET . SLFIF 12 TETIERS NG out 7OET—%FALT
Ny 7 7—BRICEEZEDEHTRREITTT . COBEGHFITIE, S LY TFOELBICIKEFERN Rz, SYCL* (7
eI L—9—CRLIERVGATERICTITLTETTEERT,

parallel for () ZFOHLER INRASDI—RIETIOEIL—5—DR T #FTICNEERTLET R
RICITOZEF 18 TTET/\W I 7—DERZFHHESD host_accessor ZIFHTHETISYCL: [F, 2D/
T7—D7 0L —5—ICLoTESTRAFTENLEZRF I D2 . host _accessor IVARTTH— (18 17H)
[F.parallel for() [CLOTEBSNET—INR T ITEERTI/OVISNET . 7IE2IL—5—DD—IN%T
5L MARI—RIZ 18 ITEBMUEE#HIT L, out 7O Y—%FERALT/\Y I 7—N\BEZFHHEDET,
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2.1.2 BEISHR

ZMD SYCL* O EIF, REBFFa—rUTILEBIIBT DD TIFEL SEBEEO—BREBNTBEIFTI . 0—-h)b
XEU—=/NUF SIMD I3E—RICT Ot L —5— /\—RITFTHERITICHELNSTEIEZIFNTHRLSA
HBDFET, —EBICEHBOT7 I L —5—FTN\ARCD—U%REEITDHEEDHD, 1 DOF7 FUT— a3V HERD
FTINAATRBFICD—0%MITLTETITBDEDHTEET,

PATRDUY — R, oneAPI DPC++ LT SYCL* #F B L TERB I 2DICRIUBERT,

. T FILY > FIVAEFERLE SYCL* OFEE, (3E:E) TlE, GitHub* h"BAFTEBY VI 7 FUT—
23avOBNE ) OERLTWVWET,

o TDPC++ EfUVTILI—ROOA—=DZ)L—, (HEE) & . &MD—HTHD HelloWorld, 7 VT -3
[CAEHT D DPC+H+ NI MILINEDOY Y I I—REFH LB TLWEFT,

*  Khronos* @TSYCL* UT 7L >Ry (FER) ICIE,SYCLX O3 ADA Y N - ERFICETBImNEEN
TVWET,

e DPC++ TvEYY¥v)L-bL—ZVT-0—X, (&RFEB) F. 7V FT)L° Tiber™ Al 5T RT Jupyter*
Notebook RT3 M FIESDFEI—XTT,LISUS o BARZE/\WwT —I D RHanN TV ET,

» TData Parallel C++:Mastering DPC++ for Programming of Heterogeneous Systems using C++ and
SYCL* (Z—#liF] C++:C++ & SYCL* ZfFALINT OV VRV AFTLAOTOT S = @IFIC DPC++
7 B18)y (HEB) (. SYCL* &ENFOYZTFR-TOJS=ZVJICEET 2 700 5= VIO s SBOF %
BNIBDERTT,

2.2 C/C++ FEIzlZ Fortran & OpenMP* A7 O—R-JOJ35=24-
EFI

A7 I)L® oneAPI DPC++/C++ OV /XA S =LA F)L° Fortran 3V /A S —% AT 5L, OpenMP* T« LD
FATEEALTI— DR YT OT IS L—I—F A RICATO— R P TIT—Y 3V DI TA— Y R %
[ LETEERT,

ZOto3avTIE OpenMP* T4 LOF« J&FRLCGEGIEE 7T L —5—F /A RICATO—-RIBHEICD
WCERBBLET . OpenMP* T« LU T« JICENTLVEWVWRERE X T1>F7)L° oneAPl DPC++/C++ 32/ (A F—-
FAROV/I\—HARBELRII T 7Ly (HEE) W1 F)L° Fortran I\ 5 —-FROV/\—HARBELOU T 7
L > 2y (B3E) @ OpenMP* H7iR—~DEI Y3V TEANGEVWAESBL TS,

7E: OpenMP* [ FPGA T /\A A ClIEUR—k~ENE A,
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https://www.intel.com/content/www/us/en/develop/documentation/explore-dpcpp-samples-from-intel/top.html
https://www.intel.com/content/www/us/en/develop/articles/dpcpp-foundations-code-sample.html
https://github.khronos.org/SYCL_Reference/
https://www.intel.com/content/www/us/en/develop/tools/oneapi/training/dpc-essentials.html
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/optimization-and-programming/openmp-support.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/optimization-and-programming/openmp-support.html
https://www.intel.com/content/www/us/en/develop/documentation/fortran-compiler-oneapi-dev-guide-and-reference/top/optimization-and-programming/openmp-support.html
https://www.intel.com/content/www/us/en/develop/documentation/fortran-compiler-oneapi-dev-guide-and-reference/top/optimization-and-programming/openmp-support.html
https://www.intel.com/content/www/us/en/develop/documentation/fortran-compiler-oneapi-dev-guide-and-reference/top/optimization-and-programming/openmp-support.html
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2.2.1 EAXME OpenMP* target 18iE

OpenMP* target HEiEIE, KA RMBE—5'y 5\ ANEIWERTT B DIERENET  EHIIHRA L5 —
FYRFNARATIYE VT ENETRRARALY RIE A TO— RENEBENRT TRETHELET. FND
OpenMP* 25 I% 7RA FCHBMRICETCEET, 2NICIE nowait BEEALT, ALY RIS —4y MERDO5
TEEBUELESICLET,

C/C++

R C++ OO—RIX SAXPY 518 A2 705 L —45—ICATO—RLET,

#pragma omp target map (tofrom:fa), map(to:fb,a)
#pragma omp parallel for firstprivate(a)
for (k=0; k<FLOPS ARRAY SIZE; k++)

falk] = a * fal[k] + fb[k]

ol fa IF FEOANEENOMETERASND O . 7IOEIL—H—D to & from XYV TENET,
3 fo EZEH a FFAFEDODANTHDEESNZENRVEH ZOENEZIE—TIHEFHDFB A,
ZH FLOPS ARRAY SIZE [FT70EIL—H—ICBRICTYTENETIIN—T1VFT VIR k [F, OpenMP* {15k
[CRESTHERNICTSAR—FTT,

Fortran

ZO Fortran O— R THEEET7 O L —5—ICAT7O—RLET,

!'Somp target map(to: a, b ) map(tofrom: c )
!'Somp parallel do private(j,1i,k)
do j=1,n
do i=1,n
do k=1,n
c(i,j) = c(i,9) + a(i, k) * b(k, )
enddo
enddo
enddo
!Somp end parallel do
!Somp end target

Bl a & b ET70ESL—5—DABDICTY TSN B c 1FT7I7EIL—5F—DANERAICTYTSNET EH
n [F70ES L —5—ICRBRICTY TENETIL—T- 17 v I RIE OpenMP* OERRICHS>THEINIC private
E1xBes private BilgA T3V T,

2.2.2 map EH

MRARET OIS L —5F—RBOT—YEEAKELT Do, target data TALITA T IEHET7 oI L —5—
LRV T L EHIEZOEEOEERNTY =T v bOT =BG CHERFSNE T, COMEE L EHDY—T v ~EIFIC
EehoTEHAETY TITBDICTKRIBET,
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C/C++

#pragma omp target data [Eﬁ[[,] Eﬁ],m]
waltk7ovo

Fortran

!Somp target data [EA[[,] #11,..]
stk 7ovo
!Somp end target data

g ERHI
ENICIZRD 1 DU EAIBE TS E£9 . 551 TARGET DATA (EEE) #&2RBL TS,

e DEVICE (EEH=)
e IF ([TARGET DATA :] RXAT—HIEL)

e MAP ([[RVIIATEMF [,]1] RV II1T: 1 Uk

E: YT IATICIFU T B BIEE TS ET,

- alloc

- to

- from

- tofrom

- delete

- release
* SUBDEVICE ([EEXEH, 1 BH[ : BEIA[ : BEA)
* USE_DEVICE ADDR (URF) // ifx TOHHFAIEE

e USE _DEVICE PTR (IRAVH—UZRh)

3¥: suBDEVICE EilEM TOT —ATIFEBRINET,

* ZE FLAT DEVICE HIERARCHY ' FLAT F/zld COMBINED ICERETHITL\B,

e LIBOMPTARGET DEVICES IRIBEZH N SUBDEVICE/SUBSUBDEVICE [CERESHNTL)
Do

* ONEAPI DEVICE SELECTOR IRIBZHEFERLTT/\1RA&&ERL TS,

15



https://www.intel.com/content/www/us/en/develop/documentation/fortran-compiler-oneapi-dev-guide-and-reference/top/language-reference/a-to-z-reference/t-to-z/target-data.html
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DEVICE (EB#)

IF ([TARGET DATA :] AAS—IET)

MAP ([ [NV ITHATEEMF [,11 XV IS1T: alloc | to | from | tofrom | delete | release] UXI)
SUBDEVICE ([E¥UE#,] BHI[ : BHA1 « BHA [ : 1VFTILHEKIID

USE_DEVICE ADDR (JRbF) // ifx TOHFIAATRE

USE_DEVICE PTR (A H—UZX|)

target update TALOT1TERIE map BT always WV EMTFEER LT RAOER AT/ A DI IG
TREHERIAT B ENTEET,

2.2.3 omp target Z{EHEITIDIIV/INTIL
ROV RIE OpenMP* target ZFHAT 7 TUT -3V /)\1ILT2H%ERLET,

C/C++

Linux*:

$ icx —-fiopenmp -fopenmp-targets=spir64 code.c

Windows* (icx EfelE icpx ZER):

$ icx /Qiopenmp /Qopenmp-targets=spir64 code.c

Fortran

o Linux*:

$ ifx —-fiopenmp -fopenmp-targets=spir64 code.f90

Windows*:

$ ifx /Qiopenmp /Qopenmp-targets=spir64 code.f90

2.2.4 OpenMP* A70—FDEMDVUY —X

1> FILIE, OpenMP* FALOF«T=FERBLTT7OEIL—5—%5—TvrETINTOERNGY Y T)L%E,

https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming (3z8) TR L TLET AR

RG> FILICIFPA T %D ET,

o 1IAIEE (EFR) 3.2 DOARSRTIERBEL TRRERILID[BERTOT S LTI . COTOT S LI,
SYCL* &/zl& OpenMP* D 2 DO AETERINFET,
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https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming
https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming/C%2B%2BSYCL/DenseLinearAlgebra/matrix_mul
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e ISO3DFD (%2E) UV /LI SEHMREICHITD 3 RTEREDRGESRBLTCLWET . COY VY TILIE,
3D EAMEEEGRI DR AV ZaLl—td2 3 RTATVVILTHD EMET7 U -3 7T
OpenMP* 7Ot&S L —45—F/\AR&S—=TvELTBW N IA—T UV AEEIRT 52— RAEEE-EE LD
NOFEERLTVET,

e openmp reduction (R7B) [FEAERZKRDIBRGETOISTATI .COTOTIAIF AVTIL® 7—FF
DFv—R—=2AD CPU BLOT7 O L—5—BIF0D C++ BXD OpenMP* [CENERINTULET,

e LLVM/OpenMP* S5 A L (EE) (X FBABEREREY A TDZT 51 AICDWTIHRELTHD, OpenMP*
A70—R%EF/I\WIITBERICKIBEET,

e 0neAPI GPU & b3 R (#:E | HAGE) Tld.oneAPl 7OU S ATHESD GPU /\TA—T U RA%=EHIT D
SFESIFLZEYMRHESNTULET,

o AVFTILEVY—I)LEERALE OpenMP* 77U —2/3>OA 70— RefHE (335E) T, OpenMP* L
DT4T=FERLTT VT —2 3V ICTiFIBEEINT &5 FEHBLTLET,

https://www.openmp.org/wp-content/uploads/openmp-examples-4.5.0.pdf (53E)

e [Using OpenMP - the Next Step (OpenMP* ZfEH T % - KDATw F)i1lE, OpenMP* DEBNSEEFET
.58 6 ECTIENATOVITRA VAT AILHIFD OpenMP* D R—ICDWTIHBALTLWET . ZOEED
BINERIC DU TIE, https://www.openmp.org/tech/using-openmp-next-step (238) #8BL TS,

. OpenMP* A 70— RHEEDE A (HEE) TIE TR—r2INB3A T3 vdH Y F)ILI—RGE AVFIL® O
VI)\AMZ—T OpenMP* A 70— RZFRITIHEOFMICOVTIE A7)V OV /)I(Z—DF7ROY
JIN—HARBLRI T 7L 2R L TLESL,

- AVFIL® oneAPI DPC++/C++ OV/\AZ—-7ROV/\—HARHE LI T 7L VR (3E)
- AVF)L® Fortran OV /\14Z—-FROV/\—H1RELOU T 7LV X (HEEE)

2.3 FTINTADEIR

FI\A X (CPU,GPU ZEfzl& FPGA 7&E) NOO—RMOAZ7O—RI& DPC++ 7 FUT—/3>& OpenMP* 71
T—23avOmATHETEEY,

2.3.1 RAFI—RTO DPC++ F/\1 XiEIR

MARO—REARNICT AR TZBIRTERT . T /A RERRICIF, F2—EBIRLTROLINHDT /A
AHELERT,

° default selector
° cpu_selector
. gpu_selector

* accelerator selector
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https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming/C%2B%2B/StructuredGrids/iso3dfd_omp_offload
https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming/C%2B%2B/ParallelPatterns/openmp_reduction
https://openmp.llvm.org/docs/design/Runtimes.html
https://www.intel.com/content/www/us/en/docs/oneapi/optimization-guide-gpu/current/overview.html
https://www.isus.jp/products/oneapi/oneapi-gpu-optimization-guide-released/
https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/offload-optimize-openmp-applications.html
https://www.openmp.org/wp-content/uploads/openmp-examples-4.5.0.pdf
https://www.openmp.org/tech/using-openmp-next-step
https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-cpp-fortran-compiler-openmp/top.html
https://www.intel.com/content/www/us/en/docs/dpcpp-cpp-compiler/developer-guide-reference/current/openmp-support.html
https://www.intel.com/content/www/us/en/docs/fortran-compiler/developer-guide-reference/current/openmp-support.html
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default selector NEAINDIE A —XIINEFHNAHAITRGHFET/NAX (IANT,FF
ONEAPI DEVICE SELECTOR RIBEHDEICEDTG Ty k) No@BRIBLa1—URT AV IICEDNTET
INFEI,

FEDT/I\ARY AT (cpu_selector ¥ gpu selector) ZFEATIIHEAE IBEINLET /A RIAITHN TSV
JA—ALTHARBETHSDN ONEAPT DEVICE SELECTOR CIEESNBIAIIA—ICEENTLVRIFNIFEDEL
AABELIET A ZABHATERWNEE . T VIM LAY AT AFT INA AR ATEENWC AR AN ERO0—-LE
F.COIT—IF FADIV/AIL (AOT) LIEE A FU—D FBESNRT \A RN TEEFTRNT SV TA— LT
KTSNBBEICAO—SNFET,

3 E: DPC++ 7 U =3V HIR—bSaNBFERDT—T YV /\—R O 7TEITTITEIN,
BEDY—T VY IN\—RIIT7TCRED/INTA—T VA% SHETICIEFa—ZVITNMBRETT,
BIZIE.CPU BIFICFa—ZTSNeI—RIF ZEERLTIE GPU 7O L—5—TlFER
[CEITTERVABEMENDDET,

ONEAPI DEVICE SELECTOR |& DPC++ SVHALTHERSNE S VYA EGET/I\AASAT HEFT/\A X ID
ZR AR RERINTOEAEDEDOT T2y MR TE 2EMRIRIBEH TITATET /N1 X ID [F,SYCL* API,
clinfo FElE sycl-1s (0 \BBRFEDES) ICEDTREIND ID ICHIGL.ZD ID #F DT /\1 A EDY 1
TTHAINFTFEDT VI LEYR—EFINEERBDEBA. TOTSLNFEDEL IS — (gpu_selector
13&) Z{FERA LT ONEAPT DEVICE SELECTOR D7AINAY—TIRASNET N\AREBKRT D HlIANRO—aNn
FIFVHERE AT BEHEDHIIC DV TIE, GitHub* MIRIBZHMOFHAESRLTIIZS,

https://github.com/intel/llvm/blob/sycl/sycl/doc/ EnvironmentVariables.md (558)

sycl-1s W—ILZFALT, VAT ATHBARELRT I\ AR TSTEITSYCL* W DPC++ OIS LEETT
BHIC, COY—ILTT I\A A%HERIT 2R L FI, sycl-1s |F,ONEAPI DEVICE SELECTOR ICERET
NTLWBXFHEEZETNAZOTYT4OXELTHALETT . sycl-1s OHAEA(E,
[ONEAPI DEVICE SELECTOR] FoVhI7A—LZ TNARE T/N\ARD/N\—=J3Y [RSA/\—D/\—-T 3]
TIROBITEITOREOED DT ([ 1) THENLEXFINE. TOTSLADNEITEINDHEDT \A REIEET
% ONEAPI_DEVICE SELECTOR MF3TY,

2.3.2 FINATREIRDHI

$ sycl-1s

[opencl:acc:0] Intel® FPGA Emulation Platform for OpenCL™ software, Intel® FPGA Emulation
Device 1.2 [2021.12.9.0.24 005321]

[opencl:gpu:1l] Intel® OpenCL HD Graphics, Intel® UHD Graphics 630 [0x3e92] 3.0 [21.37.20939]
[opencl:cpu:2] Intel® OpenCL, Intel® Core™ i7-8700 CPU @ 3.20GHz 3.0 [2021.12.9.0.24 005321]
[level zero:gpu:0] Intel® oneAPI Level-Zero, Intel® UHD Graphics 630 [0x3e92] 1.1 [1.2.20939]
[host:host:0] SYCL host platform, SYCL host device 1.2 [1.2]

FINA BIRICEHT DL LVERIE Khronos* DISYCL*U T 7L 2 () #2RBLTESU),
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2.3.3 RARO—RTOD OpenMP* /\1 ADiESRLEIR

OpenMP* TlF BEENT /A X LTO—REERITTITINERBLIOHRETSD API "AERSNTLET R
O—RIFF /A RESEARNICBRBLORECETHTI HEZ T FEDATO—REFHTEIC device A%FEH
LT AT7O—-REEZETTZI—T YT /A AEEETETET,

* int omp get num procs (void) APIIF T/\AXATEATEGTOYy T —HxRLET,

e void omp_set default device (int device num) APl [FO—R&EEIFT—H%EATO—-RTDT
THIVEDI—=T Y T INA AR ELFRT .

* int omp get default device(void) API & T 7AILEDY—T YT /N\AREZRLET,

* int omp get num devices (void) APl & O—RELIFT—H%EATO—RTEERALUNDT /(AR
DOHEERLFET,

* int omp get device num(void) APl [F [FOHLEALY FRETSNTVST /NI ADT /A AES
ERLET,

* int omp is initial device (int device num) APl [F IBEDIAINRA ST /A A TEITESNT
WBIEEIF true ZRL ZNPSHE false HIRLET,

* int omp get initial device(void) APl F MARFT /A RZRTF/N\AAESHRLET,

FIREL BIEZH LIBOMPTARGET DEVICETYPE = [ CPU | GPU ] CETI DT /N\ARYA THERBIRTETFT,
CPU ¥ GPU OLIITHEDT \AADEESNDIHEE . ZDOT/I\AANT SV S 74— LATHARRETHDENK

HONFTTIEET DT /A ANKABTERVEER, ZVITLY AT AIFIRIEZH OMP_TARGET OFFLOAD [CHiED

TENMELFT,0MP TARGET OFFLOAD=mandatory DIFE,BRSNET /A ANFATERVEVSEERD XY

T—IEHEDLFRT . ZNUNDIZEIEN—RT /A X (BEIE CPU) TIA—IL/I\WIEITENET . T /1 ADER

(CRI T 2BNINHERE (L, OpenMP* 5.2 ik CHEFR CEFT,

IRIBZHICET ML, LD GitHub* XR—IESRBLTIZE0,

https://github.com/intel/llvm/blob/sycl/sycl/doc/ EnvironmentVariables.md. (258)

2.4 SYCL* EfT&eXTEVU—-ERB

2.4.1 ETEE
SYCL* ETEFTILTIZ. GPU EfToHR{beNlcEa—A&RBHLFET . SYCLr ETEEIL work-item @ 1 YR7T. 2

Rt El2lE 3 KT Uy RTER S, work-group EIFIENDELCT A XDTIL—FICTIL—TFEnEd,
work-group M work-itemIE&5IC, sub-group EFEIENBRIC YA DT IIL—FICHEIINET,
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https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md
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work-group ol wub-group of
(4.4.4) work-items a - 4 work: ltems
I‘
. i .
! I O
dimension |
dimension | of work-group - >
of ND-range b i dimensioa 2
¥ dimension 0 of sub-grow
' e > e group
dimension 2 O Work-group
' /" dimension 0 of work-group
“
o > of ND-range
dimension 2
of ND-range
ND-Range Work-group Sob-group Work-item

OB GPU FE2lE1FTIL® UHD 9574w DI REBEH T2 CPU TEDLDICHEAEET BH\ L, FoneAPI GPU &
B A RIDISYCL* ALY RO VE Y TE GPU HEFR #SRBL TS,

242 XEU-F7OEADREIL

AVFILeVTune™ 707715 —#FRTIE N TA—TV/REFHIFTVBRXEY—DOMRILRYIBEEETCETET,
EHAICDOWTIE AT )L VTune™ 707745 —0D1—F—H4 R XEU—E|NHT APLAESRBL TS,

RIREOBIFENEFESNS . T1 7))L oneAPl GPU &i@Elb 11 RICEE SN TV Y —ILEFERL T A—FRILA
dOwork-item NEIEAL T —5%=RMELIED T—5%=BFHLIED MHEICEEL THRIEERLILEDT DA EEFE
LEITEHAICDOLTIE, GPU &L 1 ROROEzoY a3y w#SRBLTIZEL,

o HA—FRJLAD work-item BEDEIHA

. TEO—AHILXEI—

s MAEHEXTEU—MEIDHT

2.4.3 XEY—PEE

SN GPU (GPGPU) 5TEEF)LIE 1 DPLEOEGtET N1 RICEFHSNIERA TR SNET ZNENOTE T /N
A RIE ETIZvk (EU) el X RTLI VY'Y (XVE) EMIENZZ O GPU 5TET VY (CE) TSN
FIMRORITRTEDIC EFHET/N\ARICIE, Fryya HBEO-NILXEY— (SLM), SFBIHEXEU— (HBM) &
MNEFEFNBDEDHDET 7 TIT =3 VIE RARDY I RO 7 (KA TL—AD—0CZk) & FRIEEN
ey FUV T R4 T VE TEITTBDEDITRAMSEESNEA—RILOBHEDBE L THEESINET,
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Memory Load / Store Dataport

;u( wund-Robin

FU0
EUl . . Shared Local
EU2 Memory
EU3 -

EU4

EUS

EU6

EU?

Data Cache

Memory Load / Store Dataport
| Round-Robin

EVO
£Vl . Shared Local
Ev2 Memory
EU3

Fua

EUS GPU

- Jata Ci 2
EUG Data Cache Caito

Compute Device (GPU)

EU7

SNA GPU (GPGPU) StEETI)ILADOXEY—FEBOFMIL, ToneAPI GPU &@b 11 RIDOTETETIVEE =S8
Lz,

244 T—59-TUJxzvF=ERLT GPU DXEU—-LA1FV I —%=HIREK

T=ETITIVvFITRIE SARNWIDEBELAT VY —DEDL AV TIL® GPU O/ TA—< VX[ LICDR
NDFET,

oneAPI| [CHBIFB T T vFOAEMTDNTIE, ToneAPI GPU &b+ R M FU 7 xvF  OFix2R LT
AN
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3 oneAP| HRIRIEDERE

1 FIL® oneAPI Y — )L CORF A XY EORIICH D1 FIL® oneAPI Y — L3 FOEHICDUNT) TERAE
FTBLIIC WKW DERTHATEET 77 )L° oneAPl 1V A —)L- /34 Ry (EZE) OIERICKE>T V=)L
EAFLTAIVRA—=ILLET,

3.1 1VA=I)L-TFeLORU—

Windows* 2T ATIE AT IL® oneAPIY—)LF vk (R—X HPC LA UVIRE) FBE,. JVR—XRV R0
FTIAINFTALORI)—T&H3 C:\Program Files (x86)\Intel\oneAPI\ [CAVAr—)LeNFET,V—IL
FYbEAVAL=ILTRDE RETALIRU—DMER SN, C:\Program Files (x86)\Intel\oneAPI\
<toolkit-version> ADZNZNOIVIN—RV DT LOR—=ICUVDEINET,

Linux* Y25 ATIE AVFIL® oneAPl W—ILFvk (R=Z HPC, LYFUVIRE) FBE, JVR—RV DT
TN TALORIU—T0HD /opt/intel/oneapi/ ICAVAR—ILeNET ,V—ILFVrESVIAL—)LTBE,

ET1LORU—DUER S, /opt/intel/oneapi/<toolkit-version>/ WDZNZENOIAVR—RV D
TALORI—=ICUVDEINET,

AVR=—RV - FTAL ORI —DLATIRERETALORI—DL AT I EOENCDWTIE, TWindows* T
setvars.bat &L oneapi-vars.bat ROU T ~aFR TS, FelELinux* T setvars H&0 oneapi-vars 22U~
FEfERT o1 eBRLTIZS 0,

3 2024 UU—=PABETIE, macOS* (17 )L® oneAPl WV —ILFy BRIV R—R VLT
HR—bSNEIEDELIE AV TIL® oneAPl ALY T« T -ELT«>0-7avo (1VFILe
oneTBB) *-1>7/L® Implicit SPMD Program Compiler 7&& L\<DH\DA—-T YV -0
JrOME BIEHSE Apple UV ED® macOS* #HRN—KLET MDY —ILADOTR— K%
KT Bl EMEDOAREMNIT ER=ZERLET,

TIANEDA VA= ILEFA VA S—)LRICEETEET,

oneAPl 1A=L T1 LI RU—RICIE BEI AT AICA VA R—=)LeNTWVBIV /15— 51 TS U— @i
V=)L BEOZDIEFNDY I EZECTAIT —DNEENTIT EEET7IILIE AV A=ILanNdY—ILF v~
EAVAR=)LRITBIRESNBZA T3V ICE>TEGNDFET . oneAPI 1V A=) TA LI RJ—NDIFEAED T A
I —F DVIR—RVFRICEFZIT 22D PT VBRIV TWVWET HXIF mkl TAIILST—ITF1FT)Le
oneMKL MEFEMN, ipp FAINT—ICIFAVFTILCIPP SA4TSU—NEENET,
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3.2 RIEZEH

1> FIL® oneAPI YW —)LEFY bO—ERDY —)LIZ R DIBIEZHICREINET,

o OV/)\ILEUDRIBOSE (PATH, CPATH, INCLUDE 7R&)
o FN\YA— BTV —IL . BLOO—HILAIILTDIZAT (PATH, MANPATH &)
o VY—ILEBO/IN\TGX—5—LEN (1B) U0 -S4 TSU—0RFE (LD_LIBRARY PATH,CONDA * 73&)

3.3 setvars,oneapi-vars LV vars 77 1))

AVRR=ILENBIRNTOAVTIL® oneAPI W —)LF Y RCIZ BRRAI U T+ setvars & WV—ILEIBOAOU S~
vars MEFENFT (Linux* TlE setvars.sh & env/vars.sh, Windows* Tl setvars.bat & vars.bat).
NBEMRUUTENET (Ef2lE source) NdE BV T)L® oneAPI R Y —)LICHEZRO—A)LIRBZHN
BESNET,

HETALIR)—LATIRE, 20240 HBEEINTUVET, EfILANILD oneapi-vars AT UT+THBEDER
BEYAENIMLL A T3 >VD ete/*/vars.sh (Linux*) BED etc\*\vars.bat (Windows*) RIS ~T,
oneapi-vars AU TRTERESNGEVWIVR—RY FEBEDRBZMAENEALLET,

ROt/ 3> TlE oneAPl O setvars, oneapi-vars HEO vars AU T REFERAL T, oneAP| BRIRIEAY]
Hb 9 25 5%F L<EHRLET,

e Windows* T setvars & oneapi-vars A27U 7 ~%&{E

e Linux* T setvars & oneapi-vars X2 J 7 ~=FEH

3.4 GPU RFSAN-ZFEIITSTLV—AVA—IV (AT 3Y)

C++ & SYCL* ZFER LT, 17 )L AMD* &FfzlF NVIDIA* GPU TEITTE S oneAPl 7 TUT -3V AR TE
F9,

BED GPU @IFO7 TUT — 3y ABFELTCETITBICIFE TINTBIRSAN—DOTSTAVEmA VA S—ILT B0
BENHNET,
o AVFIL®GPUEFERTRICIE &HOAVTIL® GPU RS54 /\— (&) =1 VA —)LLET,

s AF)L® oneAPI DPC++ O/{1S—T AMD* GPU &fFR T BICIL, Codeplay 15 oneAPl for AMD*
GPU 7204 (&BE)EAFLTIVAR—ILLET (Linux* DFH),

e A7 J)L® oneAPl DPC++ O2//{4AZ—T NVIDIA* GPU &{#R 9 BICIZ, Codeplay H'5 oneAPI for
NVIDIA* GPU 7S04~ (3:8) # AFLTA VA R—ILLET (Linux* & Windows*),
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https://dgpu-docs.intel.com/installation-guides/index.html
https://developer.codeplay.com/products/oneapi/amd/guides/
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3.5 €Ya—-I)ILT771) (Linux* DH)

RIBTEY 1)L (BEE) #FAHITBDI—H—I1F 7T IL° oneAPl W—ILF Y EOA VA=) /\WT =T ICEFEND
modulefile 77 M)LZFERL T BEREZNHALITEIENHDET cmodulefile ATUTHIFE Linux* RIET
DOHYR—ESNTHD, setvars, oneapi-vars HKD vars AOUTFORDDICERTBZENTEFET,
modulefile 77L& setvars RBAVUIRERELTER LGV TS,

modulefile ZFRAL T, 17 )L° oneAP| FAFEIRIBEA ML T B EDFFMIC DU TIE, TLinux* T modulefile
HER ASRBLTIESL,

3.6 Windows* T setvars H&U oneapi-vars AT9U T &{EH

JIN\—=2/3> 20240 TlIEMETALORI— LAT7 IR EESNELREHOY—ILFYED/IN=T3 VDMV R
F—lanNTuLBiEa el 17 IRCEKDBERRBICFEDY —I)ILFy o/IN\—=Y3avo—8eLTUU—-anke
JVR—=RVEON=TI3VMNEENDLDICT DHENRRSN, PATH ENYa—FAYEESNTEL PATH B0
RIREDERICHIRIIBET,

FLLDRETALIOR)— LA 7 ORTlIE HBTIAILSY — (bin lib,include, share G&) [COVR—RY DT
VAR—=IILENTVBRIENDIDET . CNEOEBIAINSY —F2 V—ILFVEO/IN—TVaVESICEDL RS
NBREMUTAINST—ICHDFET A TICHZERLET,

1. "C:\Program Files (x86)\Intel\oneAPI\2024.0\"
2. |-— bin

3. |-- 1lib

4. | == include

5. LIEEL

2024.0 £DBRIDN\—Y 3V TREASN TV T LI RU— LAT I E FRBELOBEFO Y A ~—)L T3 &4t
SUR—beNETUBOLATORF AVR—RV b FTALOR)— LAT7IREFIENET, JVIR—RV
TALOR)— LATOREEIFRETA LI —LAT7 ORI ATV 3vhEMeNE L,

3.6.1 AVIR—RV bk F1LORI—-LAT7ORERETALONI—-LIT DL
MEL

[FEAEDAVTIL® oneAPlI OV IR—2R2 b TAI)LF —ICIE, oneAPl FEEEA T R— I 2ZENZENOIVIR—
R SCHBRBIBEENARET D envivars.bat AOUTENEENTVETHIRIE FI7AILEDA V=)L
TlE Windows* O-1>F)L® IPP @ vars AU kI& c:\Program Files (x86)\Intel\oneAPI\ipp\
latest\env\vars.bat ICEBSINEIT, D/ R(F, envi\vars BEZHEZERAIU T LEZELINTO
1> F)L® oneAPl AV IR—XRY FTHBSINET,
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http://modules.sourceforge.net/
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AVR—RU M TALOR)— LAT7ILTIE BIVR—=RYEEITO envi\vars AOUT M E BEEFLIFFEESD
THOHT CENTEET  FEHTHFOETITIE oneAPl AV A=) Fa LU RJ—IC8HS setvars.bat AT
ThEFERALET . CNIE, Windows* XV YDOTFT T7AILEDA Y AR—)LTlE, C:\Program Files (x86)\
Intel\oneAPI\setvars.bat ICHDET,

ETALOR—LAT7T I BEREBEOMELIC envivars AU TEFERLEZAKRDODIC, EOVR—X
/Hat\:l/‘l'\ — RV CHBORE I AN —IC2IESNET  DED FIVR—R VI AV —T 71 )L 28—
OBV I —R-TAINST—ITREL ZOSATSU— T7(I)LEBE—OHEB 1ib AT —ICRIHT B &(TE
NEI,

3.6.2 BTF1LOR)—-L17 IR R

BTALIOR—LAT7 O EFERIBIET setvars RET7MILEBRLTHEIZTLED  BROIVTIL®
oneAPl W—)LF v a4V A —)LLTEBIICIRIBAEIER T DLEBEN G BEDY—ILFY ED/\—T3a>vntnni
AMNEBDNCBEZITEDFE LI F e, —8B0 Windows* BREEICLO>TENIEEETHD Windows* BFRV AT A
DIRBZH FIC PATH ZRORESZFIRT 2DICHFIBET,

BTALOR)—LAT7IFOREBEHIF, —ETOHRETCETEIRIBEZHZMEAL T BICIF oneapi-
vars.bat AOUSREFERLET  Windows* EDOFT IAIIEDHKETALORI— LA T I D1V A R—ILTIE,
AU c:\Program Files (x86)\Intel\oneAPI\<toolkit-version>\oneapi-vars.bat [
Fd.<toolkit-version> lF . A1V RA—JLLTE oneAPl W—I)LFvkD/\N—TavESICWISLET (HI:
C:\Program Files (x86)\Intel\oneAPI\2024.0\oneapi-vars.bat &/ [|& C:\Program Files
(x86) \Intel\oneAPI\2024.1\oneapi-vars.bat &),

SIBUELT setvars.bat ROUTREETITBE VAT AILAVAR—=ILENTLBINTO <IVR—RVH
>\latest\env\vars.bat ATUFEMNETENET, CNOOBEBEZHEEXIVU T REETLREE ., Windows*
D set AV FEFALCRBEENEERTSTET,

5|73 oneapi-vars.bat AU +EETITDE RTUTRAEBEESN TV NN—I 3 VDRENER N
FI . T METALIRI—DAVRAF—ADO—BTHDA T3 >VD C:\Program Files (x86)\
Intel\oneAPI\<toolkit-version>\etc\<component>\vars.sh AU TLHBEFTNEIT . CORXTUT
FCERESNRBIELDHIE oneapi-vars.bat AU TRDEITEIC Windows* @ set W env AN RTHERT
TEI,

oneapi-vars.bat ATUTOMEBAHFOFMRIE THET AL ORI —LAT7 D FORBEZHONE  Z#2B LT
IS,

3.6.3 Visual Studio Code* }i3R

Visual Studio Code* BFE (£, oneAP| BRIBILHEMAEE 1> A ~—)LL T Visual Studio* Code T setvars.bat

HEERITTITFEITFHMICDLTIE, MVisual Studio* Code T T IL® oneAPI 'Y —)LFv hEEHT 5, (R:E) 28R
LTLIESL)Y,
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https://www.intel.com/content/www/us/en/develop/documentation/using-vs-code-with-intel-oneapi/top.html
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7¥: setvars.bat,oneapi-vars.bat AZUT (FEIFMEBID vars.bat XTUTR) ICEL
NEBENLREBIIXENTIEHDETA.CNSDOEE (L, setvars.bat, oneapi-
vars.bat AOUTEMETSNGE cnd.exe TV IV TOHBIITT,

3.6.4 OV VES1U5|H

setvars.bat,oneapi-vars.bat XAZUTHIEVWDOHNDITY RSV MAESR—FLTHD, -~help A7
23V T HMD—EERRTCETET,

AVKR=—RV M F4LORI— LTIk

$ "C:\Program Files (x86)\Intel\oneAPI\setvars.bat" --help

BF1LIRI—-L17 Ik

$ "C:\Program Files (x86)\Intel\oneAPI\<toolkit-version>\oneapi-vars.bat" --help

--config=file 5|#& setvars.bat,oneapi-vars.bat AU FHNBHONESIND vars.bat ATUTEA
DEMS|IHZEA VD)L — T 2HELZFRLT IREBREZNAIVAATEEI . ~~config=file AT aVIE,
setvars.bat ATUTKCE2TOHFIR—LSNET,

-—config=file S|UL FFEDTVTIL® oneAPl IV IR—XR +ORBOPEACHEEEARMHT DEEBIC FED
N=T 3V OBREZENILTEIEDTEERTMHIRIE, AV TIL® IPP &1V F)L° oneMKL DIRIEDHERET DIC
. CNB 2 DOAVFTIL® oneAPI OV IR—RV b® vars.bat REBAOJUTEOHFEFROHT ESIC
setvars.bat,oneapi-vars.bat AU THICIBRIT DR ET 7 MILAEBLET FMEFAFICDODLTIE,
FWindows* T setvars.bat OFE 7 7 )L & A 2SR L TIZE,

setvars.bat, oneapi-vars.bat DAL T XV —JICEHINTULWEWVWIY Y RII V5| HIF . ZOFEF
vars.bat AU TRITESINET . DED, setvars.bat,oneapi-vars.bat AU TR TSI HUE,
OAVIR—RVE® vars.bat RAOUTRTCHEHRASINDIDOERGL ZNSOS|HEINTCOIVR—RV D
vars.bat AOUTHTELFT . HROEMEASNIEMDSIEIFE, ia32 & inteled TI.NBIF AVFTIL® O
VINAT— AVFTILEIPP. AT IL® oneMKL BEOMVFIL® oneTBB 17 SU—Cr7TUT—/3a vy —o Y
b —F T OFv—%IERT BEHICERSINET,

AT WITEEIN =370 Microsoft* Visual Studio* M1V A—)LaNTL\BIBE ., vs2017,vs2019 F/elE
vs2022 5|#% setvars.bat,oneapi-vars.bat I¥ YRS VITBINT DI ET, Visual Studio* BIBMLIT
V& oneAPl BRIBOAEMLICER T M\ EIEETEET . 7 74/L Tl Visual Studio* O&Hi/\—avh\FERS
nExd,

BRD vars.bat RTUTREFANRT ZIFANDITY RS5O NIEEZNERELET,
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3.6.5 EfThk

AVKR=—RV M FeLORI— LTI

|<install—dir>\setvars.bat

PowerShell* D1 R™UT setvars.bat F/zld vars.bat AU T REEFTIBICIT U TNEFERLET,

| $ cmd.exe "/K" '"C:\Program Files (x86)\Intel\oneAPI\setvars.bat" && powershell'

METILORY—-L1T7 I

| <install-dir>\<tookit-version>\oneapi-vars.bat

PowerShell* 71> R™JT oneapi-vars.bat £/eld vars.bat AU +EETITBICIEZ L T™EFEARALED,

$ cmd.exe "/K" '""C:\Program Files (x86)\Intel\oneAPI\< tookit-version >\oneapi-vars.bat" &&
powershell'

3.6.6 HEERAE

setvars.bat,oneapi-vars.bat ZZE{TLEHE, SETVARS COMPLETED IRIBE CRREDUINEHER TETET,
setvars.bat,oneapi-vars.bat DNIITBE SETVARS COMPLETED ICId 1 HNERESNET,

| $ set | find "SETVARS_COMPLETED"

RD1E:

SETVARS COMPLETED=1

SETVARS COMPLETED=1 MAS}DIHFHE . setvars.bat,oneapi-vars.bat I[FRECKHMLIEEEZBEKLET,

3.6.7 EBHOET

FIVIN=RVED env\vars.bat ATUTEDZLIE, PATH, CPATH, BLOZDIFHNDRBEHICEB MR D
e & EfI0D setvars.bat,oneapi-vars.bat AU TREELEYY 3V TEL vars.bat ZEREIFOE
FTEIFTEETACNIF FFIC sPaTHS REBZHNRATRIEZHONFENRGEDTEGVELDICLET 4
EARRRNFHEBRDE Y—=F Iy aV TPHLRVWENEEBRLENH Do EB TN ENHDET,

N ERAEITBICIE, setvars.bat, oneapi-vars.bat I --force AV 3 VEBELET .. COBITIE, 21—

H—M\ setvars.bat,oneapi-vars.bat % 2 EE{TLTL\EJ ,setvars.bat, oneapi-vars.bat NI TIC
EITEINTVBS. 2 BIBOETIFEILELET,
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IAVR—=RV - F1LORI— LTI

$ <install-dir>\setvars.bat
initializing oneAPI environment
(SNIP: lot of output)

oneAPI environment initialized

$ <install-dir>\setvars.bat

code-block:: WARNING: setvars.bat has already been run.Skipping re-execution.
To force a re-execution of setvars.bat, use the '--force' option.
Using '--force' can result in excessive use of your environment variables.

RlE, Od—F—N <install-dir>\setvars.bat --force ZE{TL FMHIHRKINLIZHITT,

$ <install-dir>\setvars.bat ——force

initializing environment
(SNIP: lot of output)
oneAPI environment initialized

AT1LORI—-L1T7Ik

$ <install-dir>\<toolkit-version>oneapi-vars.bat
initializing oneAPI environment

(SNIP: lot of output)
oneAPI environment initialized

S <install-dir>\<toolkit-version>\oneapi-vars.bat
code-block:: WARNING: oneapi-vars.bat has already been run. Skipping re-execution.
To force a re-execution of oneapi-vars.bat, use the '--force' option.
Using '--force' can result in excessive use of your environment variables.

3 BEOAVAY VATl - —h <install-dir>\<toolkit-version>\oneapi-vars.bat --force
HRTITDE MM INLETD,

$ <install-dir>\<toolkit-version>\oneapi-vars.bat --force
initializing oneAPI environment

(SNIP: lot of output)
oneAPI environment initialized

3.6.8 85 1LORU— L7 O FORIEZEHR ORI

RETALOR)— LAT7 D ORBEMOMERLIE, setvars.bat TlFE< oneapi-vars.bat AU T I
FoTITIONFE T coneapi-vars I setvars EBTULETH WMBEEVHIWSDONGBDET,

setvars ADUTEE oneapi-vars MEFELVE setvars IFIRIEZH (ONEAPT ROOT %fR<) ZEELFL
A oneapi-vars |IHBORELZHAEEELET,
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AVR=RV e TALOR)—LAT7IRE EOAVR—RY O KBET B DICHBRIRBENEEELFTTHIX
F OVIR=—RV S FTALOR)— LATF7OLTIF FEIVR—RVEUVOTEGSATSU—-TAILT —%
LD LIBRARY PATH IC,ZLTAYS —% CPATH REICEMLET, AVR—RY HE BIORDISHAICH S vars X
DUTENLTINEETLED,

$ $ONEAPI ROOTS$\<toolkit-version>\opt\<component-name>\latest\env\vars.bat

MaTALIOR—LAT7IREF AEEITO include, 1ib.bin FANT —ZHBETAIY —ITHELEFT . =L
fILNILD oneapi-vars AU TE INHOILBT ALY —%#2ET2OICHBFIREEHAEERLFIT . HX
[¥,setvars [ LD LIBRARY PATH % $ONEAPI ROOT\1lib &L CTREZFEL,CPATH % $ONEAPI ROOT\include
EEELFET,

3.6.9 ONEAPI_ROOT IRIZZEH

ONEAPI ROOT RIBZEHIF ATUTENETINDEEICHRLEID setvars.bat & oneapi-vars.bat [CLD
TERESNETONEAPT ROOT RIBEHN T TICERESNTL\BIHEA, setvars.bat & oneapi-vars.bat [&
ROUTREZETLIE cmd.exe TV Y3V E—BNICEESLET . COZHIL, oneapi-cli YV FILTSoH—
& Microsoft* Visual Studio* &0 Visual Studio* Code B FIL T T Y —ICL>THERAIN, 17 I)L° oneAPI
W—)LETVIR—RY RO, 8K SETVARS CONFIG HEENBIMTHBIZAIC setvars.bat ¥ oneapi-
vars.bat AU +ERETIOICHRIIEET, SETVARS CONFIG HEEMFHMIC DU\ TIE, TMicrosoft* Visual
Studio* T setvars.oat AU ~=BENL 1 #SR LTS,

2024.0 UU—=XTIF AV A+—5—[F ONEAPI ROOT ZHERIBICEMLEBA.cNZT T4)LMRIBICEMNT
BICIF, O—DILOMEL T 7 MIILERIF Y AT LARIBEH CEHNEEELET,

3.6.10 Microsoft* Visual Studio* vcvarsall.bat XU 7 +OIFEOHLED
AII1RXTD

127 )L° oneAPI BIRIRIBEICIE, < ROV T Visual Studio* 7OV I MERIETDENTETET HIX
(£, Windows AF—FXZ1— > [ARTHF77FU] > [Visual Studio 2022] 7#/L5 —ICIE BFE.VS 2022 DFAN
OyN—-337R7OYTr0OY3—bhy e BEOBREH Visual Studio* &y 7y T XTUTEAD
Va—hrAVEREENTVWET . CNBEOYI—FAYVERIE. BE%ProgramFiles$\Microsoft Visual
Studio\2022\Professional\VC\Auxiliary\Build\ ;7L rJ—IC#HSD vcvarsall.bat ELVDHZFID
Microsoft* Visual Studio* 8/ \wF 7 71 L= FOELET,

AV RTIOVIRTAVTIL® oneAPl BiEtY 7Y RTU T (setvars.bat) ZHEOH T & oneAPl BiE
Ty hkF7y - OO —8E LT Visual Studio* vevarsall.bat AU TR OHEINET  BE.,
vevarsall.bat BBV 7Y L setvars.bat BB YRTFY FE—HITBLESICEHINET . BRI,
setvars.bat N 64 Evhk oneAPl BEBREBRICEYRFY TSN TULBIES (7 74/ ), Visual Studio*
vevarsall.bat W64 Ev 7 FUT -3 VBERIFICEY 7Yy TENTVRIENRIEENET,
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setvars.bat (EfeIZOV/\AZ—0 env\vars.bat) ' Visual Studio* vevarsall.bat DI TICETSNTLY
BB TDE PURD vevarsall.bat [FETSNFEHADED, setvars.bat ATUTHIBEFD Visual
Studio* vevarsall.bat BRIBABEL, —BITDLDICHEHLET (64 EvhlF 64 EVvH 32 EVRE 32 EYH),
32 EvkERIE 64 EVEROSIEPAS, setvars.bat BEOXTA VAT —D envivars.bat AU TFIE,
vevarsall.bat AOUTTRICE|I#AELFED A, Visual Studio* BIBEESIBICHARITAIIATIBIESIL,
setvars.bat FEIZOAV/\AT—0 env\vars.bat AOUTrEETITBRINCAAITA AT BIUNENDDET,

fll:

o WMEGS|IMAEIBEL T vevarsall.bat #BEEEITITD
*  setvars.bat (EEIFOV/\A5—0 env\vars.bat) AU T+%EETITS

ZOEST O RIOV TFEREBEMERSINET, Visual Studio* 2022 Professional M- > A—ILC{EH
AJBE’X vevarsall . bat SIBIZ RDEDICAN L CHERTEET,

> “$ProgramFiles%$\Microsoft Visual
Studio\2022\Professional\VC\Auxiliary\Build\vcvarsall.bat" help

3.6.11 VS2022INSTALLDIR & VS2019INSTALLDIR IRIEZH

setvars.bat,oneapi-vars.bat,E/tlE compiler\<version>\env\vars.bat XAOUTREZETLTLD
EFITROEDIFEAVE—IDNRRSNDZEDNHNET,

WARNING: Visual Studio was not found in a standard install location:
"$ProgramFiles$\\Microsoft Visual Studio\\<Year>\\<Edition>" or
"$ProgramFiles (x86) %$\\Microsoft Visual Studio\\<Year>\\<Edition>"
Set the VS2019INSTALLDIR or VS2022INSTALLDIR

environment variable to point to your install location and try again.

ZOXAYE—I MR RSINICISEIE VS2019INSTALLDIR £/zld VS2022INSTALLDIR BIEZH N1V A —ILIE
FiEtEd LOICREL T . BO—EHallLLrzaly,

ZORRIFHZELIROVINHICEZELET,

e Mijcrosoft* Visual Studio* M1 /A +—JLSNTULEE A,
e Microsoft* Visual Studio* hMZEEPIANDIBPTICT Y A R—I/LSNTULET,
e Mijcrosoft* Build Tools D#HNA >V A +—)LESNTULET,

BHOIEEE Microsoft* Visual Studio* #1 VX +—)LL T env AU TREBEETLTH TS,
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2 ZEEDIEA BERERY T EEITITBEIIC, VS2022 INSTALLDIR BIBZH (Visual Studio* 2019 ZFERLT
LWBIBEE VS2019INSTALLDIR) D' Microsoft* Visual Studio* 1> X k— JLDIFIEXEDIS AT AR T LD ICERET D
EWNHNETFIZ L, Visual Studio* 2022 Professional & setvars.bat OIFFBXEDIZFTIZIRDLDICIFNET,

> set "VS2022INSTALLDIR=C:\my\custom\install\path\Microsoft Visual Studio\2022\Professional"
> "$ProgramFiles (x86)%\Intel\oneAPI\setvars.bat"

FzlE, Visual Studio* 2022 EJLRY —)LEIEZEDIZATICA > A +—)LLTIEISE (£, VS2022INSTALLDIR DYZDT
VA=)V AEIET LDICERELE T . setvars.bat BERAITIEEOHERLET,

> set "VS2022INSTALLDIR=%ProgramFiles (x86)%\Microsoft Visual Studio\2022\BuildTools"
> "$ProgramFiles (x86)%\Intel\oneAPI\setvars.bat"

3.6.12 Windows* T setvars.bat ERE 77T Zz{EH

setvars.bat ATUTRIE ZFNZFND oneAPl T4 LU RU—IZ8HD <install-dir>\latest\env\vars.bat
RO T %HETITBET AV TIL® oneAPl W—)LF Y EDRBEH AR ELF I setvars.bat ATUT+%EH
EIETLIEVEDIC Windows* Y RT LR ELRWVRD FHLWI—=F )L D1~ D% Visual Studio*,
Sublime Text*, £elZZDIEFHN\D C/C++ ITTF 5 —%HENT BT setvars.bat ATUTFENETESNET,
L T AT LDOFKE ) (1EB) =R L TIEal,

¥ HETONE OVR—R U TFTALOR)— LA I RD setvars.bat TOMHERT
FEITMET LI —LAT7DTIE oneapi-vars.bat ZFEBALEIN CNIERET7
IS R—ELERA L7 ROFFEMICDLTIE, TWindows* T setvars H£00 oneapi-
vars AU T~ ER 2SRL TS,

MUTICRET 7ML 2Rl ORIEEHEEIRT S E=HALET,

3.6.12.1. \—=Ia el

—EZRDA T IL® oneAPI W — JLIFEB/N—TV 3V D1 A — LY R— N FET EH/ -V avEYR—R3
V—ILDOFT 1L O R—BEIZRDESITEDET (T IAIEOA VA R—)LEREL AleLTaV/\1S—=FRL
F9),

\Program Files (x86)\Intel\oneAPI\compiler\
|-- 2021.1.1

|-- 2021.2.0

"—- latest -> 2021.2.0
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AT I)L® oneAPl 7O S =0 31 R

fl):

Intel(r) oneAP| Tools - o X

C:\>dir "\Program Files (x86)\Intel\oneAPI\compiler"
Volume in drive C has no
Volume Serial Number is ©6F©-83D4

Directory of C:\Program Files (x86)\Intel\oneAPI\compiler

<DIR>

<DIR>

<DIR>

<DIR> >

<SYMLINKD> latest [C:\Program Files (x86)\Intel\oneAPI\compiler\2021.2.0]

30,885,888,000 bytes free

INRTOY—=ILICIE ZOIAVR—=RV EORFH/N—=I3VDA VA R—=)LE%ERYT latest ELVVDFZRBIDTI—H
HvEHBDET , latest\env\ TALIRI—ICHD vars.bat ATUTHE setvars.bat [CEDTETIN
FI (TTAILN),

MEIZIGCT RET 7ML EFERLTEHENDT AL IR J—%RT LD setvars.bat ENAITTATETET,

3.6.12.2. --config I\ X—4—

B0 setvars.bat ATUTRE ARSI L config.txt 77 TILEIBET D --config /\TX—5F—%ZI[F
ANET,

$ <install-dir>\setvars.bat --config="path\to\your\config.txt"

RET7MIVFERDBAICT B ENTEFTT ERORET 7 MIVAEER LT, SESEFTHRBRBEOTANREAR
RECTFITNMAIE . &/ N—3V0T1 7T )—2HWVWNN—I 3OOV /I \AS—TFT AW EBHNET,
ZOLEOHIEEIC setvars RE I 7N AFRLTRIBEZBIETEET,

3.6.12.3. FREF71TILDH
PURICEBIGESET 7 1ILOflERLET,

BHOIVR—RV hEIANTO—F

mkl=1.1
dldt=exclude

RELATOIYIR—R MIERS

default=exclude
mkl=1.0
ipp=latest
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RETFALT7AIVIFROBEHICHS BEDHDET,

o WUTTRUIBNIETEFRART AL
o EiTlE key=value DRV THEKRINET

e key ICIF oneAPl 7«1 LOU—M& LA (SONEAPT ROOTS TALURU—ICHBTAINS—) DIAVR—=R
VREBEBELETBAL key NRET7MIVICEHEREINDE RED key NBESNZENDIEESE
INFEI,

*  wvalue IF OVIN—RU K~ FTALORI—DORNICHD/N\—T 3V - TAL ORI —BEZIBELET . MU
. OVR—=RV b TALOR)—=DLNIVICTFERET DAEMENHDYIa— v E (latest RE) BNEEN
F9,

- Fle.value & exclude IC9BRTEBHTEFT . CNIE IBESHE key D vars.bat AT +%
setvars.bat APVUTRTCEFTLGWIEAEKRLET,

key=value % default=exclude |ICTBRERFAGEKERFEET . CNIE BET7TIIICEERSINTLDDO%E
BRE ZNDADINTD envivars.bat AU T ROETEBRALET LATICHERLED,

3.6.12.4. BET7TIDARIIA1X

BEITFMIILAFERLTCEBEOO Y R—XR YV REBRALIED BFED/\N\—V 3V AEEHRED FEDIVR—XR =D
IN=T3VDHEEDHDENTETET . CNICIE FRET 7LD default=exclude TEZELET,

T IAILETlE, setvars.bat [F&H (latest) D/\—=I 3 VICITIET D envi\vars.bat ATUTENIBLET,
BIZIE. 2 DO/IN—=3> (2021.1.1 & 2021.2.0) D1V FIL® oneMKL YAV Ak—ILeNTLWBERELET &
FoIN—3AERIT/a—AvkE 2021.2.0 THBDEH T IAILETIE setvars.bat [F mkl T«LTRU—
M 2021.2.0 M vars.bat AOUTREETLET,

2 DNDIN—I3 V0 oneMKL EBRETF7TIL

i « oneAPl > mkl » 2021.1.1 » v O Search 2021.1.1
mkl A Name ) Date modified
2021.1.1 benchmarks 1/20/2021 9:45 AM
2021.2.0 bin /20/2021 9:45 AM
s latest documentation 1/20/2021 %:45 AM
mpi env 2021 %45 AM
tbb examples 1/20/2021 S:45 AM
include 1/20/2021 9:45 AM
vpl e
interfaces 1/20/2021 9:45 AM
vtune
v <
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REDN—YavziEE

setvars.bat IC <install-dir>\mk1\2021.1.1\env\vars.bat AU T+EETITBLDICERELINT D
[CIE ERET7MILIC mk1=2021.1.1 #ZBIILET,

ZNICED, setvars.bat [F.mkl Ta4LORU—ARA®D 2021.1.1 7AILF—IT8%H3 envivars.bat ROUTEEST
FTRLSICHDET A VA= ILESNTVWBZDMO IV R—XRV +TlE, setvars.bat IFRF/\—JavoT4)L
F—IZd envi\vars.bat AU EETLET,

BEOIVR—2R L&EREN

OAVIR—RY RS BDIEIZIRDESICEDFET,

<key>=exclude

BIZIE AT IL®IPP BT 2021.1.1 D 1T IL® oneMKL & HBETIRDLDICTENET,

mkl=2021.1.1
ipp=exclude

ZOBEROLESITIERLET,

. setvars.bat & TV F)L®oneMKL 2021.1.1 @ env\vars.bat AU T +EZETLET,
. setvars.bat IZ. 1T IL® IPP M env\vars.bat ROUFEEFTLEEA.
. setvars.bat [Z ZDIFHNOAVR—RY EORFH/\— 370D envivars.bat ATUF+EETLET,

REDIVR—RV I+ 2Z6D
BEODIVIR—RY RO envivars.bat ATUTRAEEFTITBICIE . FWICITIARTOOAVR—RV D

env\vars.bat RTUTLEBRNTDIUNENHNDET, ZDHE, setvars.bat CTETIDIAVR—RVEBIMNL
BELET ADOTEEEREL T INTOIAVR—RY D envivars.bat AU T REETHNSEBRNALET,

default=exclude

ZL T, setvars.bat M1 >FIL® oneMKL &1>/FIL® IPPMD env/vars.bat AU DI+%E ETTBICIE,
ROTEBILET,

default=exclude
mkl1=2021.1.1
ipp=latest

ZOBIEROESITIERLET,

e setvars.bat & T>F)L® oneMKL 2021.1.1 M env\vars.bat AU +EETLET
. setvars.bat [F A VFTIL®IPP O&F#i/\—3/3>0 env\vars.bat AU TEETLET,
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. setvars.bat [ ZDIFHNOOAVR—FRV D envivars.bat AU TREETLEEA.

3.6.13 Microsoft* Visual Studio* T setvars.bat AU T+EBEIL

setvars.bat AU RE AT IL® oneAPl W —)LFy EFER T BEHDICHBFIREBENZRELFIT DX
OUTRE O YRSAVEERDIFICHLWI—ZFIL TV RDERLEVICETIDIRENHDET,
setvars.bat AU S kIdZFE R Microsoft* Visual Studio* MOEENIFICEEFNICETI D EHTEET,
SETVARS CONFIG BRIBZHAFRLT setvars.bat ATUTHITAVFTIL® oneAPl W—ILEIBOREEITOL
SICHERTERT.

setvars.bat NREBZHAREITDHEOFMICDOLTIE, "TWindows* T setvars HEO oneapi-vars R
DT REER ESRLTZS,

3.6.13.1. SETVARS_CONFIG IRIZEZEHIDINRE

SETVARS CONFIG RIBZ % {# A L T, Microsoft* Visual Studio* M1 YRSV AERELIEESICAVTILE
oneAP| BIRIRIEZ BENICRE TSI RIBEEMIC(E 3 DORUGEREDHOET,

e KRR (SETVARS CONFIG RIBZHMEFELLE)
c TEESINTCLBINZE (EZEFFRLNZEETHD)

. setvars.bat REI 7T ERITLDOICES

SETVARS CONFIG MEZEIINTULVRL\E, Visual Studio* REIRFIC setvars.bat ATUTHFBEENETINE
B AoSETVARS CONFIG IRIBZEHIE, A>T )L° oneAPl AV AL—F—ICRoTEESNRLEH, NN T TAILE
EfFcd,

SETVARS CONFIG [CENERESNITEHDHNEENDIEE, Visual Studio* DIENRFIC setvars.bat ATUT
FMEBENICETSNET . CDIBE . setvars.bat ATUTRFIV AT AICAVAR—ILESNTVRINTD
oneAPl W—)LDIEIEAEMHALLET setvars.bat ATUTEOETOFMICDULTIE, MNVisual Studio* I<
RSAVEFERLEY Y )L OV O RDOE)LREZET, (HEE) #8R LTS,

SETVARS_CONFIG [T setvars &E 77 1ILADEN /(AN ERSNTL\DIEA, Visual Studio* DIRENRFIC
setvars.bat RTUTRIBEINICETINET . ZDIBE . setvars.bat AU T L setvars RET 71l
TEHRSNDTTIL® oneAPl W —)ILDHDIRIEZWIRILLE T . setvars BE T 71IEIERT D73 ADFMIE,
setvars.bat MFRE T 7ML EFEH I ZSRLTIZE0,

setvars REZ7TIVFEBD T 71ILRZICTE Visual Studio* MNZDIFTE T 71 ILICTF AL TEHRHFEND T
BECTHBRD, I\—RFT 1 R0 LOEBDIBAICRETEET (Windows* Y AT AICA VT IL® oneAPl Y —)L&EA>
A=V BRRIC, Visual Studio* [CIEMENS TSI 12/IE SETVARS CONFIG D7 I3V EETLET . ZDI
&, Visual Studio* |& setvars BE T 71 ILDIBAAIC T VLA TETINENHDET),
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setvars ERET 7T AEEDFEFICTBDE  setvars.bat RATUTRFIVATAICAVAR—=ILESNTVBIINTD
1> 7 )L® oneAPI 'V — )LDIRIEAEHHEAL LET ., CHE SETVARS CONFIG BHICZEONFIZEETDDERLT
T .setvars WE T 7 TILDEEZEDEFMICDOLTIE, Tsetvars . batDERE T 7L AEFER 1 Z#SRBL TS0,

3.6.13.2. SETVARS CONFIG BIRZEHDER

SETVARS_CONFIG RIBZH I AV AE—/LRICEHENICERS NG\ 26, Visual Studio* ZiENT SRIIC
(EEEDRAICHST) FHTRIEZEHZEEZTDIVLENHIDET), SETVARS CONFIG RIFZEHIE, Windows* D
SETX IR FlF Windows* GUI 'W—JLT Win + R F—&L TR RESNBIY 1707 rund1132. exe
sysdm.cpl,EditEnvironmentVariables (AL TEETSTET,

3.7 Linux* T setvars 8KV oneapi-vars XIU 7 ~%&{EH

JN\—=3/3> 20240 Tl HETALIRIU—LATIRREENELICEHOY—ILFYEDOIN—T3 VDAV R
F—IlanNTLBIEE FEalL 17 IRCEDBEREREBEICFEDY—I)ILFvo/\—Y3rvo—EeLTUU—RaNke
OVR—R U EOIN—TV a3 NEFEFNBDLDICT IEENEEINET,

FLLRETALIOR)—LA7ORTlE HBTIAILSY— (bin, lib,include, share &) [COVR—RY RHT
VAR=ILENTVWBRIEDNDDDET . CNEOBRB I AN —E V—ILFVEON—-I 3 VESICEDLTHRS
NB3m I TAINST—ICHDET LA TCHERLET,

1. /opt/intel/oneAPI/2024.0/
2. |-= bin

3. |-- 1lib

4. | == include

5. LIEEL

2024.0 £DBRID/N\—Y 3V TREASN TV T LI RU— LA T I E FRBE LOBEFO Y A ~—)L T3 &4t
SUR—beNETUBHOLATORF AVR—RV b-FTALOR)— LAT7IREFENET, AVR—RV -
TALOR)— LATOREEIFRETA LI —LAT7 DO efERIT AT avhEIMenNE L,

3.7.1 AVHKR—RVEFeLORN—LAT7OrERETLONI—LLT7 I
DIEL)

[FEAEDAVTIL® oneAPl OV IRN—R2V DT ALY —ICIE, oneAP| BREFEEE T R— LI dZENZENOIVR—
RY IR BRIRBEHARET D env/vars.sh AOUTEDRNEENTVWETHZIE FTAIL DIV ZAS—)L
Tl&, Linux* 1> FIL® IPP O vars AU I&E, /opt/intel/oneapi/ipp/latest/env/vars.sh [CEEE
SINFET, D/ RF env/vars BEBEHERERAI VT EELITNTOAVTIL® oneAPl IV R—XV ~THES
nEd,
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AVR—RU M FTALOR)— LAT7ILTIE BIVR—RFEITO env/vars ADOUT R BEEFEIFFEESD
THOETCENTETT FEDTHOETITIE, AV FIL® oneAPl 1V XA—)L-T«4L O RJ—ICH D
setvars.sh XAPOU T rEFEBLEIT . CNIE, Lnux* XY VYOTT7AILERDA YR E—=ILTIE,
/opt/intel/oneapi/setvars.sh ICHNDET,

ETALORI—LAT7 T I BEREBEOMECIC env/vars AU EFERLEZAKRDODIC, EOVR—X
/Hat\:l/‘l'\ — RV CHBORE AN —ICE2EINEIT  DED . EIVR—R VU MI AV —T 71 )L BB —
OBV I —R-TAINST—ITREL ZOSATSU— T7(I)LEBE—OHEB 1ib AT —ICRIHT B &(TE
NEI,

3.7.2 BTF1LOR)—-L17 IR R

BTALIOR—LAT7 O EFERIBIET setvars RET7MILEBRLTHEIZTLED  BROIVTIL®
oneAPl W—)LF v a4V A —)LLTEBIICIRIBAEIER T DLEBEN G BEDY—ILFY ED/\—T3a>vntnni
AMNEBDNCBEZITEDFE LI Fe, —880 Windows* BREICLO>TENIEEETHSD Windows* BFRI AT A
DIRBZH FIC PATH ZRORESZFIRT 2DICHFIBET,

BTALOR)—LAT7IFOREBEHIF, —ETOHRETCETEIRIBEZHZMEAL T BICIF oneapi-
vars.sh AOUTREFERLET Linux* LT IAIEOMETALOR)—LATIbOA Y AR—)LTIE, DU
& /opt/intel/oneapi/<toolkit-version>/oneapi-vars.sh [CHNFET <toolkit-version> I,
AV AR=ILLIAYTIL® oneAPI Y —)LF Y FO/N—Y 3V ESICHIGLET A TCHIZRLET,

/opt/intel/oneapi/2024.0/oneapi-vars.sh
/opt/intel/oneapi/2024.1/oneapi-vars.sh

S|#UEL T setvars.sh RUUTR%E source 9B VATAICAVAR—ILENTVBRIARTD <AVHR—RY
b>/latest/env/vars.sh AU source sNET . CNBORXIYU T % source Ui . env OXVE
FALCRIBEH R TETET,

5|5 oneapi-vars.sh RAOUTREEFTITRE ATOUTRRBRESNTLDI/N—I 3 VOIREHNMEESINE
T.EZe METALIMNI—DAVA—AD—ETHZDA T3>0 /opt/intel/oneapi/<toolkit-
version>/etc/<component>/vars.sh AU TEH source SNFIT, CORATU T +TEESNCRIBEZHIL,
oneapi-vars.sh AU FOETREIC Linux* D env IX Y RCHERTEET,

#E: setvars.sh/oneapi-vars AUk (FIFERID vars.sh RTUTR) [CEDEES
NEREIIXENTIEHDETA. CNOSDE B (L, setvars.sh/oneapi-vars BRIBXTUS
DY source SNEY—ZFIL VI IVTOHFBEIMTI,

oneapi-vars.sh AU OIBHOFMIE, TMHET LI —LAT7 D EDORBEZHOHEAL 2SR L TL
[SISIAR
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3.7.3 OV VES1U5|#

setvars.sh XROUTKEVWKONDIT Y RIA V5| ¥EYR—ELTHED, -~help ATSY 3V T HO—EERR
TEFET,

1.
AVKR—RV b FsLORI—-L1T7 I+

VAT LERTOAV A=)

| $ . /opt/intel/oneapi/setvars.sh --help

TSAR—BRIETOAI VA=)

| $ . ~/intel/oneapi/setvars.sh —--help

BF1LIRI—-L17 Ik

VAT LERTOAV A=)

|$ . /opt/intel/oneapi/<version>/oneapi-vars.sh --help

TSAR—BRETOA VA=

|$ . ~/intel/oneapi/<version>/oneapi-vars.sh —--help

--config=file 5|#& setvars.sh/oneapi-varsAZUFENBHOHEINSD vars.sh AU T ADENS]
HaEAVII—RI2BELZFRAL T . BREREENAIIAATEET,-—config=file AT 3 VIF,
setvars.sh AU FTOHFR—FEINET,

-—config=file BIHUX. BFEDTVTIL® oneAPl OVR—XR OBRBOHIMLIEEEAIRITT B EBIC HFED
=T 3aVORBEENIILTEEDTEFTHIRIE AV TILC IPP &1V F)L® oneMKL OIRIBOH%ERTET BIC
F.CNB 2 DOAYFIL® oneAPI OV IR—RY D vars.sh BBXROUTEOHFZHEOIEHTLDIC
setvars.sh/oneapi-vars APZUTHICIBRIBDRET 7ML EELET GHACHABEICDULTIE, TLinux* &
fzlE macOS* T setvars.sh SRE T 7ML &E R 1 #SRBLTESL,

setvars.sh/oneapi-vars OANILTFXVE—JICRH N TUVWVEWVWIYY RSV HIE vars.sh RTUTH
[CESNET, DED, setvars.sh/oneapi-vars AU TRHERH TSRV IEZ, OV R—R2V D vars. sh
ROUTRTERASNDZDOERBEL ZENHOS|IMEINTOIVR—R VD vars.sh ADUTRITELFT . &D
FLEASTNBDEMDSIHF, ia32 & inteled TIINBIF AVTIL® AVIAS— AV TIL® IPPAVFTIL®
oneMKL, BLO VT IL® oneTBB S 7 ZU—CFFUT -3 vy —T v b7 —FFOFv—%3ERT DcHIC
FREINET,

BRMD vars.sh AU TRERENRT ZSIFTANDIAR Y RSA VS| #DHNIEEZNERELET,
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3.7.4 ETh&E

AVKR=—RV M FeLORI— LTI

|$ source <install-dir>/setvars.sh

METILORY—-L1T7 I

|$ source <install-dir>/<toolkit-version>/oneapi-vars.sh

iE: csh IREFE POSIX* V)L R T 2IHE ROIRY FeERLET.

JAVR—RV - F4LIRI— LTI

I S bash -c 'source <install-dir>/setvars.sh ; exec csh'

METILORI—LIT7UF

|$ bash -c 'source <install-dir>/<toolkit-version>/oneapi-vars.sh ; exec csh'

RIBZHNELERESNTLDE RDE SRR XY Z—IDRRSNET,

: initializing oneAPI environment
bash: BASH VERSION = 4.4.28(1)-rele
advisor -- latest
ccl -- latest
compiler -- latest
dal -- latest

dnnl -- latest
dpcpp-ct -- late
dpl -- latest
intelpython --
ipp --

ippcp

ipp -- 'S

mkl -- latest
mpi -- latest
tbb -- &

vpl --

viune -- latest
oneAPI environment initialized

ubuntu 1804:/opt/intel/oneapi$
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Io—Xvt—INKRRSNFEIEEIZ AVFTIL® oneAPl W—I)LEF Y OEZEMI—FTrUTF1—=2FERLTRT IV
VaA—TAVIETOLETVN COA—TAUTA—E AN RBL TV BRKGFEEROERLI S —%#&HIT BdHV T
LFTvIETWET FMIZIES (1) #2BLTEE0,

Frelf modulefiles AVUTRAFERALCHEREEAZZ Y7V LET, modulefiles RIUTRIF INTOD
Linux* )L CENMELET,

OVR—RVEOURAREZNGOOVR—RY EOIN— 3V % RAET BIEE L, setvars RET7TILEFERLT
HREEEEYRT7YILET,

3.7.5 #BHOET

EZOAVIR—R2VED env/vars.sh XATUTMEL|E PATH, CPATH, BROZDIFNDBREZHICEEAINZ DI
. & EfI0D setvars.sh/oneapi-vars XAZUTKEEILEYY 3V TRAL vars.sh #EHEHFOHI ZEIFT
TEBA.CNIE FFIC sPATH BIEZHNRR CERIEZHONEZEHENEGDTEENEDICLET,

N&E®H T BICIE, setvars.sh/oneapi-vars |IC --force AV 3VAEBELEFI . COAITIZ. 2—F—H
setvars.sh/oneapi-vars % 2 BIE{TLTCUL\EJ . setvars.sh/oneapi-vars M TICETSINTUL\DEH,
2 BIBOETIFELELET,

AVKR—RV M F4LORI— LTIk

$ source <install-dir>/setvars.sh
initializing oneAPI environment ...
(SNIP: lot of output)
. code-block:: oneAPI environment initialized ::

$ source <install-dir>/setvars.sh

WARNING: setvars.sh has already been run. Skipping re-execution.

To force a re-execution of setvars.sh, use the '--force' option.

Using '--force' can result in excessive use of your environment variables

KlE, I—F—N setvars.sh —-force ZETL MBI HKINLIZHITT,

$ source <install-dir>/setvars.sh —--force
initializing environment ...
(SNIP: lot of output)

. code-block:: oneAPI environment initialized ::
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setvars.sh % -force 5| TY —RTBDERICRITELSIC bash /IN—T3> 3x BLN 4x TIEERNRET
DA EEMMNHNET,

S source <install-dir>/setvars.sh --force

initializing oneAPI environment

(SNIP: lot of output)

oneAPI environment initialized

$ echo ${@}

advisor=latest ccl=latest compiler=latest dal=latest debugger=latest dev-utilities=latest
dnnl=latest dpcpp-ct=latest dpl=latest ipp=latest ippcp=latest mkl=latest mpi=latest
tbb=latest vtune=latest

#¥: oneapi-vars.sh ' bash /\—3/3> 5.x, zsh ksh, £/cld dash TV —X=NTL\BIEE.
CNIFREREICEDEB A, COREZEIRT BCIE, SETVARS ARGS RIEBEHZNL T /LD
IRVRSA V- ATavEELETD,

fll:

$ SETVARS ARGS="--force" source <install-dir>/setvars.sh
initializing oneAPI environment

(SNIP: lot of output)

oneAPI environment initialized

$ echo ${@}

AT1LORI—-L1T7Ik

$ source <install-dir>/<version>/oneapi-vars.sh
code-block:: initializing oneAPI environment
(SNIP: lot of output)
code-block:: oneAPI environment initialized

$ source <install-dir>/<toolkit-version>/oneapi-vars.sh
code-block:: WARNING: setvars.sh has already been run. Skipping re-execution.
To force a re-execution of setvars.sh, use the '--force' option.
Using '—--force' can result in excessive use of your environment variables

3FBEBDOAVRIVATIE, A——N oneapi-vars.sh --force #E179 D& FEMELHDRIILET,

$ source <install-dir>/ " ‘oneapi-vars.sh'' --force
code-block:: initializing oneAPI environment
(SNIP: lot of output)
code-block:: oneAPI environment initialized
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-—force 5|#¥%EFALT oneapi-vars.sh £E{79 D& IRICKRTEDIC, bash /\—=T3Y 3x BELD 4x T3|1H
BERNRETDHEENHDET,

$ source <install-dir>/<toolkit-version>/oneapi-vars.sh --force

initializing oneAPI environment ...

(SNIP: lot of output)

oneAPI environment initialized ::

$ echo ${@}

advisor=latest ccl=latest compiler=latest dal=latest debugger=latest dev-utilities=latest
dnnl=latest dpcpp-ct=latest dpl=latest ipp=latest ippcp=latest mkl=latest mpi=latest
tbb=latest vtune=latest

#E: oneapi-vars.sh A\ bash /\—3/3> 5x, zsh ksh, ¥zl dash TV —XSNTL\BIEE.
CNIFREREICIEDEB A, COREZREIREY BICIE, SETVARS ARGS RIBZEHZNL T T/LD
IRVRSA V- ATavEELETD,

fll:

$ SETVARS ARGS="--force" source <install-path>/<toolkit-version>/oneapi-vars.sh
. code-block:: initializing oneAPI environment ...

(SNIP: lot of output)
. code-block:: oneAPI environment initialized ::

$ echo ${@}

3.7.6 METILORI—-LI7IrORIRZZEHOMEAE

RETALIOR)—LATDIERE 20240 UU—RXTERINFELZ. COREBICNENGEFEE L, TLinux* T
setvars HEL oneapi-vars AU REER 1 ZSRBL TS,

HeaTLOR)— A7 0 RREBOMELIE, setvars.sh APU T TIEE< oneapi-vars AU TRCIELDT
THNFET ;oneapi-vars ODELVGIE setvars ENTULETH  HRHFEVLDGHDET,

setvars AU TR oneapi-vars MEFBUVIE, setvars [FIRIBEZEH (ONEAPT ROOT Z[R<) ZEHZLFTA
M. oneapi-vars [FHBORIBEHNZEETDETI,

IVR—RY L TALORY— LATIORE EIVR—RY O EET B DICHBERIRBEENEEELFTTHIX
F OVIR=RV S TALOR)— LATFZDOLTIF FEIAVR=—RVFUVOTREGSATSU—-TAILT —%
LD LIBRARY PATH [T, ZLTAWH —% CPATH BREICEMLET , AVIN—RY ME BIORDIBAICHSD vars X
DUT RN L TINZERTLET,

$ONEAPI_ ROOT$%/<component-name >/<component-name>/env/vars.sh

METALOR)—LATIRE MEBEITO include, lib.bin TANT—EHBETAIINT —ICTHELFT &L
fiILNILD oneapi-vars AU E, INBOILBT ALY —%#@ET2OICHNBRIRIBEEHAESLFT HIX
[¥,setvars & LD LIBRARY PATH % $ONEAPI ROOT/lib &L CEZL.,CPATH %Z $ONEAPI ROOT/include
EEELET,
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modulefile [£ 2024.0 UU—XTHE| ST I R— L4 setvars. sh 2FER LU TRIEBREAMEM LT DKHD
[CEATEF I modulefile AU TR Linux* TOHFR—LSNET,

3.7.7 ONEAPI_RoOOT RIEZEH

ONEAPI ROOT RIBZEH (T AUV TEMETESNDESICHR UM setvars.sh XD oneapi-vars.sh [CLD
TEESHNEIONEAPI ROOT IRIBEHN I CICRESNCL\DIHFA, setvars.sh F/eld oneapi-vars.shX
ODUTHEFENE LESLET . COEHMISE, oneapi-cli BV FILTZoH—& Eclipse* HKV Visual Studio*
Code BV TN TZOY —ICE>TEBSN. AT IL® oneAPl W —)LEOYR—RXY bO&EH, LD
SETVARS CONFIG HEN B TH BB EHIC setvars.sh ATV T hEBRHEHITBIDICKILEET,
SETVARS CONFIG MBEMFHMIC DU\TIE, TEclipse* T setvars.sh 20U EBENL SR L TS,

20240 UU—=XTIF AV AF—=F—TlF AV Ar—5—IF ONEAPI ROOT RIEBEHEZENMLEBA.CNET T4

JIVRRIBICEMT BICIE, O—ILY)LOWERME 7 771 (.bashre &) Field /etc/environment 771/l
T ONEAPI ROOT & EELFT,

3.7.8 Linux* T setvars.sh iRE 77T %Z{EH

7F: 2024 UU—ZPIETIE, macOS* (&> FIL° oneAPl W —ILF v ELOIVIR—RY T
PIR— ;S NEIEDELZ A>T )L® oneTBB 1> 7 )L® Implicit SPMD Program Compiler
1FE WKDD\DA—=T Y —Z-FOT U E 5| EHE Apple U ED macOS* #H7R—
FLET MDY —ILADYR—EILKT DI EBEDLEREBRNT IR ZEDLET,

Linux* CIRIBAREIT DICIZIRD 2 DOFENHOET,

o ZOR—ITRILSIC, setvars.shi&RET7MILEFRALET,
e  modulefile &#FALET,

ERETFIVE IVR—R UM TAL O —LAT7 T LD setvars.sh TOHERTETE
I mETALIOR)—LA7 T E oneapi-vars.sh ZFEBLEITH, CNIFRET 71 %
HIR—LEBA. LT 7 I ROFMICDWNTIE, TLinux* T setvars HE oneapi-vars
AOVUTEER EBSRLTES,

setvars.sh AOUTKE ZNZEND oneAPl 1L U J—IC#HS <install-dir>/latest/env/vars.sh 20U %
source 9 BDET A VTIL® oneAPI W— )L & v CERAITIEBBEE M AR ELFE I setvars.sh AU ~EH
ENAIC source IHLDIC Linux* Y AT LZFRELGWVRD FLWSI—Z=FIL D12 Fo%ZR<H Eclipse* FzldZ
DIFHD C/C++ IDE P LT 15 —%F{LENT DHIIC source 93U EBNHNFET HMIE T/ AT LDETE, (RE) &
SRBLTLIESL,

RICRE T 7N EERA L TORRENERT 0 F=HBALET,
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3.7.8.1. IN\—IavEig

—EBDA > T IL® oneAPI Y —)LIFEE/N =2 3> D1V A= )L IR— beaN&E T EH/N\—Y 3V O R—+93
YV=ILDT AL TR BEIRDESITIEDERT,

intel/oneapi/compiler/
|-- 2021.1.1
|-- 2021.2.0
"—- latest -> 2021.2.0

Bl: BEN—T a3V ERIREH

$ 1s -1 intel/oneapi/compiler/

total 8

druxr—-xr—-x 8 ubuntu ubuntu 4096 Nov 9 2020 2021.1.1/
drwxrwxr—-x 8 ubuntu ubuntu 4696 Apr 9 10:06 2021.2.0/
lrwxrwxrwx 1 ubuntu ubuntu 8 Apr 9 10:06 test —> 2021.2.0/
$

IRTOY—=)LICIF ZOIVIRN—=RY bORH/IN—T 3 VDAV A =)L ERT latest EWVWVDZBIOY VMUY
IO BNET latest/env/ TALORU—ICHB vars.sh AT kE setvars.sh [CEDT source
SINFET (ZTAIE),

MEICIGCT RET 7T EFEBLTEEDT AL IR )—%RI LD setvars.sh ZARITYAATETET,

3.7.8.2. --config /\TA—45—

BLEMIMD setvars.sh AOUTRIE ARSI config.txt T7MILERBET D --config \TA—H—EZIS
ANFET,

$ source <install-dir>/setvars.sh --config="full/path/to/your/config.txt"

RET7TIIVIFEREDORFICT D ENTEEFIT AEHORET 7ML EER LT, SESFEHRRREDT A NRES
BECTEITNMRIE RF/N—3VDS1T7SU—2FHW\ =30V /15 —CFARLEWIEDHDET,
ZOESHIEEIC, setvars BET 7ML AFER L CREEABIETSIET,
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3.7.8.3. ERET77TILOHGI
PURICEBGESRE T 71ILOGERLETD,

BHROIVR—RV hEIARTO—R

mkl=1.1
dldt=exclude

RELATOIYVR—2R MIERS

default=exclude
mkl=1.0
ipp=latest

RETFALT7AIVIFROBEHICHS BEDHDET,

o WUTTRUIBNIETEFRART AL
o BiTlE key=value OXRFVTHEKRINET

e key ICIF oneAPl 4 LU U—D& I (SONEAPT ROOT T+« LU RU—ICHBTAILT—) ®OVR—=F
VREBEBELETBAL key NRET7MIVICEHEREINDE RED key NBESNZENDIEES
INFEI,

e wvalue [CIF AVR—=XRUFTALORI—OREAICHDN-T 3V TALOR)—BZIBELEIT . N
[CIE OVR—=R U TALORJ=DLRNIVICEETDHEENDDYI— AV E (latest 1RE) NEE
nFEd,

- Ffz.value [& exclude [CTBREDHTITEIT NI IBESING key O REBEZH XOUTRE
setvars.sh AU LT source LIEWZ EEBIKLET,

key=value % default=exclude |[CTBRERFRGEKERFEET . CNIE BET7TIIICEEINTLDBO%E
BRE ZNAANDTRTD env/vars.sh ATUT D source ZBRALET ARCHIERLET,

3.7.84. BEI7IIDNRAIIAX

RET7MILEFERBLT HEOIVR—RVFERALED FED/N\—=J 3V EEHED FEODIVIN—RY D
IN—=T 3V DHEEDHDENTEITET, CNICIE RET7T7ILD default=exclude TEZBLFT,

T IAILETlE, setvars.sh [3&H (Latest) D/\—IVICHIET D env/vars.sh AOUTERIBLFET,
BIZIE 2 DO/IN—3> 2021.1.1 &£ 2021.2.0) DAV FTIL® oneMKL WAV A R—)LEN TV BRERELET HH

MI\—=3/3V%Rd symlink & 2021.20 THBEH,. T ITAIFTIE setvars.sh |& mkl TALIRU—D
2021.20 M vars.sh AU T+EEITLET,

45




A4 FIL® oneAPl YO0 S =20 1R

2 DDOIN\—I3a v oneMKL i VA L—=)LENTLBRIEE

intel/oneapi/mkl/

|— 2021.1.1

| | == benchmarks
|—— bin
| -—— documentation
|- env
|— examples
| — include
| -— interfaces
|-- 1ib
|- licensing
| -— modulefiles
‘— tools

-— 2021.2.0
| -—— benchmarks
|-- bin
| —— documentation
|— env
| — examples
|- include
|-— interfaces
|-- 1ib
|— licensing
|—— modulefiles
'— tools

‘— latest -> 2021.2.0

$ /usr/bin/tree -dL 2 —-charset=ascii intel/oneapi/mkl/

REDN—IavziRE

setvars.sh IC <install-dir>/mkl1/2021.1.1/env AU % source §BLDICEFELIRTBICIE

T71)LIC mk1=2021.1.1 &ZEBIMLET,

ZNICELD, setvars.sh lE . mkl Ta4LORU—RD 2021.1.1 7AIY—ICH3 env/vars.sh ROUT+%E
source §BELDICHENET A VAL—=)LENTLD mkl UADIVR—RV Tl setvars. sh [Z&EH/\—T3

DT AINST—IZHD env/vars.sh RTUT % source LET,
BEDOIVR—RY &R

JVIR=RY MR T BEIUIRDELSITTEDET,

<key>=exclude

BIZIE A>T IL® IPP BRI T 2021.1.1 D 1 FIL® oneMKL B#EHBICIFRDESICLET,

Mk1=2021.1.1
ipp=exclude
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ZOBINERDESITIERLET,

e setvars.sh & A>T IL®oneMKL 2021.1.1 @ env/vars.sh AT JF+% source LET,
. setvars.sh |l 7T IL®° IPP @ env/vars.sh RIU % source LET A,
. setvars.sh & ZDIFHNDOIVR—RY LORH/\N\—I3>2D env/vars.sh APTUT+% source LET,

RBEDIVR—R VI 2Z8D
BEODIVR—XRVEO env/vars.sh AU k% source FRICIF . FHMICIARTOIAVR—RVED

env/vars.sh RATUTREBRNTIHNENHNDET, ZNDFE, setvars.sh T source §DIVR—XRV EBIIL
ELEFT . RDOTEERL T INTOOAVR—RY D env/vars.sh ATUT+% source DW\BBRNALET,

default=exclude

FIZ|E setvars.sh N1 FIL® oneMKL &1 VFJ)L® IPP OVIR—R D env/vars.sh RATUT+OIH%
source §BELDICTBICIF IROBRE T 7ML AFEBLET,

default=exclude
mkl1=2021.1.1
ipp=latest

ZOBIEROESICTIERLET,

. setvars.sh [, 1T JL®oneMKL 2021.1.1 @ env/vars.sh AT JF % source LET,
. setvars.sh [E AVFTIL® IPP O&F#i/\—3/3>0 env/vars.sh AU+ source LET,
*  setvars.sh & ZDIEFNOIVIR—RY D env/vars.sh AU T % source LEB A,

3.7.9 Eclipse* T servars.sh AU +=BEME

setvars.sh XAOUTHIE AVFIL® oneAPI VWV —)LFv b A FERIT I HICHBLRIREBEEH AR ELEIT . CORY
UZME OV RSAVBEEEIFICHLWI—=FIL D1 ROEBLKIERICETT2MENHNDE I ,setvars. sh
AT HIE, Eclipse* OEEIFICHENICETIT D EDHTEETSETVARS CONFIGC RIBEHEZFRAL T,
setvars.sh AU RICAVFTIL® oneAPIY — )LEBOREATOLDICIBRTCETET,

setvars.sh CIRIBEHANRE I DA EOFMIE TLinux* T setvars HED oneapi-vars AU T +%EFH %
SRLTLEEL,
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3.7.10 SETVARS CONFIG IRIEZHDIREE

SETVARS CONFIG IRIEZH=FERAL T, C/C++ BFEE@ITD Eclipse* IDE AV RY YV A%=REILIcESICA VT ILe
oneAP| BIRIRIEZ BENICRE TS I BIBEHICIE 3 DORLGERENHOET,

s KTEZ (SETVARS CONFIG BRIBEHNEFELEZL))
*©  EBRSINTVBNZE (EZEFRLHZEATHD)

. setvars.sh REI7 1IN ERTLDICES

SETVARS CONFIG I[CENERESNTLVEL (BHDOHNEEND) 155, Eclipse* DIEEIRFIC setvars.sh AU
THIEEFNICETSINET , CDIBEE . setvars.sh RATUTRIEVRATAICAVAR=ILENTLRIIANTO
oneAPI WV—)LOBIEZEHEAL LET . setvars.sh ATUTFETOFMIC DL TIE, TEclipse* ALY T
JOYIOROEILFEET ) (REE) 2BRL TS,

SETVARS CONFIG [T setvars SBRE 77 TIADEFT /N IANERESIN TV SIB A, Eclipse* DIEENHFIC
setvars.sh XU THEBFMICETINE T . ZDIBE, setvars.sh APUT M setvars FRET 7ML T
EESINDATIL® oneAPl W—)ILDOHDIRIEEVEAILLET s setvars BE T 71ILEIEKT D ADFFMIE,
Linux* C setvars.sh S0 oneapi-vars AU 7 +&{FER 2SR LTS,

7: Eclipse* TOT 74)L 0 SETVARS CONFIG MEMEIE, Windows* ¢ Visual Studio* T&1
BENTUVDENMEL IFEEDET Eclipse* ZREENT D&, setvars.sh ATUTHIBICEHEIN
[CEfTSNET ,Windows* T Visual Studio* =i E)IS&, SETVARS CONFIG IRIBZHNE
BINTVBRIFEICDH setvars.bat ATUTHEIBEINICETINET,

setvars RE 7 TIVIFERDBRITIER TE, ZDO T 71 )L Eclipse* W\BT7 I ABROFHED A BETH DR
DIN\—=RFA AT EQEZICTHREFETETET (Linux* Y AT AICAVTIL® oneAPl W—)L&EA VA R—=)LLIEEEIC
Eclipse* [CEBMNESNTET ST A h' SETVARS CONFIG D773V % E(TT Db, Eclipse* [ setvars RET7
AN T OERATE2RENHDET),

setvars REI7TILAEZEDEFICTDE setvars.sh AT TREIVIAFTAICAVAR—=ILESNTLRITARTD
17 IL® oneAPI Y — )LDIRIBA IR LET , CHE SETVARS CONFIG BHICEDX FI A ERT DDERLT
J.setvars RE 77 TILOIERTEIC DL TIE, TLinux* T setvars.sh 08 oneapi-vars 227U 7 +&FH 125
FBLTLIEaL,
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3.7.11 SETVARS_CONFIG BIREHDESR

SETVARS CONFIG RIEZEHUTA VA F—/LHRICEENICERSIURL 26, Eclipse* ZH2ENT DHTIC (RTIRDT5ET)
RIBZHAEBINT 2MNENGHDET,SETVARS CONFIG BRIBZHICIF U TEECIHFIFRISMARETETET,

. /etc/environment
i /etc/profile

. ~/ .bashrc

LEREOAIF, Linux* AT LATRIEZEHZEET S MHRIBFTCTI . SETVARS CONFIG RIBEZEMICEERT DIHFT
F YV RTLEZ—XICEOTERIGNET,

3.8 Linux* TEYa—-IT771I%{EH
modulefile CIEBIEBEAREITDE FRITDIIVR—RV EONIEG/IN—I 3V AIBETCETET,
Linux* CIRIBZRET DICIZIRD 2 DOFENHOET,

. ZOR—ITHBESINTLBLESIC modulefile BFEARALET,
. setvars.shREI7TILEFERLET,

FEAEDATIL® oneAPl DVIR—XV O TAINST —ITIF ZFNZENOIVR—R Y MCHBRIRIBEZ R AR T
93 modulefile MATUTEMNEENTLET smodulefile BFEAL T setvars.sh ATUTFRITRHOT
HRIRIBARECETET omodulefile TIEBIHMMYR—FSNTLRWEH EROKE (32 EVH® 64 Evi
DEREIFRE) Z#HIR—RT D1 TIL® oneAPI Y —=ILBELOTA TS U—TIFEHD modulefile ZFEHRLFET,

F: T IL® oneAPI Y —ILFw FTIRMEIMND modulefile ld, Tl BEEY 21 -IL
(Tmod) BEN Lua BIEEY 21— (Lmod) EEBENH D, KD/N—T 3 yHh\UR—kSNn
9,

J Tmod 4.2
. Tcl/\—2/3> 84
e Lmod/\—33> 8744

ROARY REFERLC VATAICA VA R—ILENTWB/N\N—TavaEERLET,

| $ module --version
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Z modulefile [F ETRICVATLD Tl /N\—V 3B THEINBENRNICHESRLET,

$ tclsh

$ puts $tcl version
8.6

$ exit

& modulefile [F . EFTRICVATLAD Tcl N—IaVEHEMNICHELEITH, Tmod D
IN—= 3V (FREBLEE A

modulefile MO/\—I 3T R—LSNTULGEWEE (4.2 DLRD. EERMNHDET  FFHEICD
Wl T FILEERY —ILICHBITRBEEY 2—)LOA A, (3EE) #2BL TS,

AVFILE C/C++ AV INAS—05 w7 (icc) &1 F )L oneAPI 2024.0 UU—XTELES
N.icc M modulefile [FEIRESNELIZARBEL T, AT IL® oneAP| C/C++ OV /15—
(icx BED ifx) ZEHALTLRES VAV FTIL® Fortran IV /I\AZ5—053/wD (ifort) &
17 I)L® oneAPl 2025.0 UU—XCTEILENELE.AKBEL T, A7 )L Fortran 3>/
Z— (ifx) ZEALTES 0,

3.8.1 €Ya-I771)ILBEO—F

BEBTYa1—)L (Tmod) OTEEFIO— R ##EE (£ modulefiles /\—I 3 4.2 OEBRNGHEEEE L TEBASINELR
M. 5.0 UJ— X CIEHEMAEESTD>TWLET 1T IL® oneAPl WW—JLF vk 20240 UU—RClE KEEI2—IL
J71IILOBEEO— RIZEEFO— REEICKFIT BEDICENELRE BEBEY 2—I)LO/\—T3> 4x ZFERLTL
2B MEEY1—ILT7MIL (prereq OXYRTERENBDT771)L) OBEO— REEEEIET 7 A/ S THERNIC
BoCWET,/\ =3V 5x Tl MKEFEEY2—IILOBFO—RNT IAIL L TEN T,

oneAPl @ modulefile RATUTRIF EFNEFNOIVR—R U T4 O R)—IZHD modulefiles TAILAY—
[CHDET (BRD vars AOUTOEEE BHK). BIZIE, 1> T )L oneAPI Y —)LF v~ 2024.0 BLEDT 74U~
DAVAL=ILTIE, OV /INAZ =0 modulefile XU FkI&, /opt/intel/compiler/<component-
version>/etc/modulefiles/ TALORU—ICHNET A>T IL® oneAPl W—)LF v 2023 PARICIE, OV
J81Z—0 modulefile AU HZE /opt/intel/compiler/<component-version>/modulefiles/ T
LORU—ICHDFET,

BHE)O— F#EEZFIH T BICIE, MODULES AUTO HANDLING RIBZHZFAL T SREINTNDIINTOHIRES
HEY 1IN T7 NI ZBEO—RIBEIICET 12— LT 7ML RTEET . COEMEE, ——auto IXVRSA
VATV EFRLT-RBNICEEETEET,

e MODULES_AUTO HANDLING=1 |& prereq OXVRICKBIBEO—REBRMICLET,

e MODULES_AUTO HANDLING=0 [&,prereq OXVFICLBBEEO—REEAICLET,
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THINT: the following module must be loaded first (EVk: ROEV1—ILERIICO—RITBINE

NHDFET) I EVWDIIT—AvtE—INRRINLEES REZFEITVROBEO-—REBMICT DI,

MODULES AUTO HANDLING=1 IRIEZHZEMT DN, EY 21— /LIRIEZFREL T auto_handling BM%ET1,IC

RETDBENHDET,

$ module -V
Modules Release 4.4.1 (2020-01-03)

$ module use /opt/intel/oneapi/2024.1/etc/modulefiles/
$ module load compiler
Loading compiler/2024.1.0
ERROR: compiler/2024.1.0 cannot be loaded due to missing prereq.
HINT: the following module must be loaded first: tbb

O Jo Ul WwN

CORREIF U TOWITNHDIETHRATERT,

auto_handling % 1 [CEREITDINVFEEITLET,

$ module config auto_handling 1

$ module load compiler

Loading compiler/2024.1.0

Loading requirement: tbb/2021.12 compiler-rt/2024.1.0 oclfpga/2024.1.0

S wWw NP

MODULES AUTO HANDLING=1 ZELFI,

$ export MODULES AUTO HANDLING=1

module load compiler

Loading compiler/2024.1.0

Loading requirement: tbb/2021.12 compiler-rt/2024.1.0 oclfpga/2024.1.0

DSw N

KFEFREFECO—RFLET,

$ module load tbb compiler-rt oclfpga compiler --verbose
Loading tbb/2021.12

Loading compiler-rt/2024.1.0

Loading oclfpga/2024.1.0

Loading compiler/2024.1.0

g W N

EHHIC DU\ TIE, MODULES AUTO HANDLING ZZMRLTLIZE U,
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3.82 INTHEYVa—-INT7MI)I%#O0—-FTS

2024.0 UJ—XDOEFRTIE, intel/oneapi/2024.0 IC oneapi EL\VDZBIDINTEO—RTD,EVa—)b
T7AIDNGHOET coneapi BV a2—ILT7AIVIF FERARERZINTCOEI 12— )L T77M)LEO— KL, BIARD
MODULES_AUTO_ HANDLING=1 BREBZHICKEFEETIC, INTORIRFHEY 2—/ILBELVIBFTO—RENBEL
SICLET . MNIF Lmod EVa—ILT7MIL- Y RTFATERTEET AV AL—)LIC intel/oneapi/2024.0
FTALORU—DEENTLWEWEEIE, AT IL® oneAPl R—Y—)LFY OV F)L° HPC W—)LF Y RE
V= ILFYEDI VA= FRALTEHREAVAL—=ILLET (V—ILFvr2hE1 VI —ILUGEWIEEIE,
NAIRAR AT 3V EBIRLET )soneapi Y a—ILT771ILOFEGHEREIL, YV —ILFV - NN\—=3VICER
BEYa—ILT71IL (Bl intel/oneapi/2024.0 A intel/oneapi/2024.17%E) DHFEO—RITBDZETT,

3.83 BENETI1-IIWIT7A/IN%EO—RTRINRAILN-ETIa—IT71IVE{ERK

O—RSNBEIa— L7717 ESBICHEITBICIE FENDEY 2—IL 771 TYvk (BEROZORIREEL) %
O—RIB AT BT a—ILT7MIVEERLET HZIE AVTILG OV INAT—DdHEy =7y I BEEH MK
BRI EIF OROLSET7AILEERLET,

module load tbb

module load compiler-rt
module load oclfpga
module load compiler

SwWw NP

3.84 ETIaA-WLNT7II-ROVUTFDIEFR

oneAPl YV a— L7771 RAOUTRE FIVR—RU+ TAILT—HND modulefiles TALORI—ICHNE
9 (BR®D vars AOUT OB ESNTUVDIGERER). BIXIE, 1> TIL° oneAPl W —)LF v 2024.0 DAED S
TAINEDA VA R—=)LTIE, O/ 5 — modulefiles ATUTIE /opt/intel/compiler/<component-
version>/etc/modulefiles/ TALOIRI—ICTHNET AT IL® oneAPl W—)LF vk 2023 PARICIE, OV
)82 — modulefiles AU IE /opt/intel/compiler/<component-version>/modulefiles/ T
LORU—ICHDET,

#F: <component-version> (&, JVR—RU K (A7 U—FkIFYV—IL) OIN\—TV3VES
TIREVATLALICEROIVR—RYENERICA VA R—ILaNTVRIZEENHDET
(B ZIE, compiler/2023.1, compiler/2023.2, compiler/2024.0 &), AVR—R
NEENDY—ILFVEO/N\=TaVIiE ZOV—ILFY RSN IV R—RV D/~
JIAVEIFERGBRIENHNET,

AT IL® oneAPlI OVIR—RUVEDTAIT —DNEDISICEEINTULEINCED 17 IL°® oneAPl O
modulefile BV AL— )L TEEEATICENHELWIEENHDET , ZDIesd, 1T IL° oneAPl D1V R
=)L DAY —ITIEEFFRTE modulefiles-setup.sh APOUTRREBSINTHED 1 FIL® oneAPl O
modulefile ZBICBRIETCITEFIT .7 I7ANFDAVAR=ILTIF . BERIU T ~IE /opt/intel/
oneapi/modulefiles-setup.sh [CEEESTLFT,
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modulefiles-setup.sh ATUTKE AT IL® oneAPl DAV RAR—)UICEENBDITARTO modulefile R
U EBEL FNEOTAINST —HEEBE—FL I R)—TREFLET,

ZNBOIN—T 3 VEEINE nodulefile AU HE ZNF N modulefiles-setup.sh AT U +TRES
NI modulefile ZI/IVVMUYI- UV ITT ZEAVR—RY M TAIIT—ICIE 213<ED latest (BH)
IN—=2327® modulefile NEFN N—V3aVERBELGZLTHLT 7A)STHRMOIAVR—RY FEO—RTEX
Jomodulefiles-setup.sh ATUTFDETHRIC —-ignore-latest ATV aV%EFHAT DL module load
OV VRT/N—=VavhIBESNTLVEVWES DB semver /\—I3 2D modulefile NO—RENET,

17 )L oneAPl W—)LF vk 2024.0 DIBEOA VA=V TR METALORI—LAT I RRIY—=ILFVED
IN—=T3VICEETRIINTOIAVIN—RV DT 2—ILT77MILEEL modulefiles TAINY —EFEET . HI
ZIE AT FTIL® oneAPl R—=Z-Y—)LF vk 20240 ZF TAILEDIBAICA VA R—ILT DL BRIBRINLTS
[CHRIATED 1T IL® oneAPI R—-W—)LFx vk 20240 OEYa—I)LT771)loalL o avn
/opt/intel/oneapi/2024.0/etc/modulefiles 7AN ST —ICEEBESINET . CNIF. CDTAILST —%
MODULEPATH BIEZHITBINT DN\ . module use AVX YV RAEFERALTERERSIE nodulefile ALY —%
IBEL T modulefiles [CEBIMTEET 1T I HPC W—)LF v kD 20240 Z#A VA R—)LTBE 2 DOVYV—
ILFYEOINN=T3VNE L THBDIEH (CZTIE 2024.0) BINDOEY a—IL 771 ILIZEICIBFIICEEBSINET,

EREMSNY—ILFY D modulefiles ALY —RHNICIZ ZDYV—ILFYRD/IN—I3VICEEND 64 EY
M OVR—R VROV 23— 771 AO0—Rd Boneapi EWLWDBRBIDEI a—ILT7MILHHNET ,oneapi
EVa-IIT7IIEERT DL ERIOEY 12— T 7ML EFERTIVEIFHDEB AT/, oneapi EVa—)L
J71)UIE modulefiles-setup.sh AU T STERSNBD TAIST —ATIFEARFI DL DICEELEE A,

3.8.5 modulefiles FL O FU—DIERK

modulefiles-setup.sh AU F+EERITLET,

T I A ETlE modulefiles-setup.sh ATUTRIE AVFTIL® oneAPl W—)LF YDAV A=) TA)L
' —IC modulefiles ELWVDBBIDTAINS —ZEHLET A VAL—IL- TAILT —DNESAHABETHEVIGEE.
-—outputdir=<7A)IT—D/\A> ATV 3 VEFRLT ESIAHITEELRISAIC modulefiles TAINSY—%FE
B LET smodulefiles-setup.sh XTUTFOFMICDOUNTIE modulefiles-setup.sh ~help ZALT
R TEFRT,

modulefiles-setup.sh APUTENETINDE ROLSHEEN &K LD modulefiles ALY —ICTIE
HENEYT (modulefiles DIEMGIISEA VA R=IVICE>TEGDED), COBTIE, A7 I)L® Advisor IRIE
ZEREITSD 1 DO modulefile & AV/\AS—IRIEZHET D 2 DD modulefile NHBOFET (AV/\AZ—D
modulefile [F,INRTDAVFTIL® AVIAT—DREBEZJRELEFT) . &IMDOY VRUYI- UV IRZEDE,
semver ORBIICOTHERLEI/N\—3 3D modulefile #IELET,
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|-- advisor

| |—— 2021.2.0 -> /home/ubuntu/intel/oneapi/advisor/2021.2.0/modulefiles/advisor

| —— latest -> /home/ubuntu/intel/oneapi/advisor/latest/modulefiles/advisor

|— ecl

| |-- 2821.1.1 -> /home/ubuntu/intel/oneapi/ccl/2821.1.1/modulefiles/ccl

| |-- 2021.2.8 -> /home/ubuntu/intel/oneapi/ccl/2021.2.0/modulefiles/ccl

| ‘— latest —-> /home/ubuntu/intel/oneapi/ccl/latest/modulefiles/ccl

|- elek

| |-- 20821.1.1 -> /home/ubuntu/intel/oneapi/clck/2821.1.1/modulefiles/clck

| ‘— latest —> /home/ubuntu/intel/oneapi/clck/latest/modulefiles/clck

|— compiler

| |-- 2821.1.1 -> /home/ubuntu/intel/oneapi/compiler/2021.1.1/modulefiles/compiler

| |-- 2821.2.8 -> /home/ubuntu/intel/oneapi/compiler/2021.2.0/modulefiles/compiler

| ‘— latest -> /home/ubuntu/intel/oneapi/compiler/latest/modulefiles/compiler

|— compiler-rt

| |-- 2021.1.1 -> /home/ubuntu/intel/oneapi/compiler/2021.1.1/modulefiles/compiler-rt
| |-—— 2821.2.8 -> /home/ubuntu/intel/oneapi/compiler/2021.2.8/modulefiles/compiler-rt
| ‘— latest —> /home/ubuntu/intel/oneapi/compiler/latest/modulefiles/compiler-rt

|- compiler-rt32

| |-- 2021.1.1 -> /home/ubuntu/intel/oneapi/compiler/2021.1.1/modulefiles/compiler-rt32
| |—— 2821.2.8 -> /home/ubuntu/intel/oneapi/compiler/2021.2.08/modulefiles/compiler-rt32
| ‘—— latest -> /home/ubuntu/intel/oneapi/compiler/latest/modulefiles/compiler-rt32
|—— compiler32

| |— 2821.1.1 -> /home/ubuntu/intel/oneapi/compiler/2021.1.1/modulefiles/compiler32
| |— 20821.2.8 -> /home/ubuntu/intel/oneapi/compiler/2021.2.0/modulefiles/compiler32
| ‘—— latest -> /home/ubuntu/intel/oneapi/compiler/latest/modulefiles/compiler32

ZC C.MODULEFILESPATH ZBE L C . modulefiles-setup.sh AU TIERRSNZFHLL) modulefiles
TAIS —ICE®HSDN moduleuse <folder name> AV REZETLET,

3.8.6 YAFAIC T E®IaA-INIT7IIRIERAIV A=V

M

— )L A—F1UF1—%ETITBHERLTVEI module A—FAUF1—D"
22 I\—)l/t fEGDﬁ%EHICDL\?[at http://modules.sourceforge.net/ (338) #SB L TS,

RIBERELFRT,

$ sudo apt update
$ sudo apt install tcl
$ sudo apt install environment-modules

tclsh OO—AJ)LIE—DFLWVDDOTHDIZEEERLET (HR—kanNTund/\=I3VI[CDVWTIE, ZoR—
JOENAESRLTLIIESZW),

$ echo 'puts [info patchlevel] ; exit 0' | tclsh 8.6.8

module DA VAL—)LEFTA LT BICIF module TAUF7RAEMHMELLET,

$ source /usr/share/modules/init/sh
$ module
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E: POSIX B3/ 1)L T modulefiles BIBOWEML L, LD source AX Y RTHEET D
3T THIelEL . EYa—ILT 7L init TA)LY —OIERERISFREZARIE, Linux* T X~
Ea—avICEoTEGNET BIETY 1—I)LDIFEAEDA VA L—)LClE modulefiles
WMEL ROU T~ /etc/profile.d/modules.sh NEFMICY —AILSNET module
T REOBEYICHE LTSN TLWBINEDSHETFT AT BICIE module —-version OAX Y RTHE
BTCEFT OOV VRIF ROELSFSEEIRLET: Modules Release 4.4.1 (2020-
01-03) e CORFRTIRD LI IVITRT LD, VAT AlF module OV REFERT %S
MTETL\BIFTTT,

3.8.7 modulefiles-setup.sh ATUT~DER
RDZENBHRESNTVET,

e Linux* ARV ZAFTAIC telsh MMV RAR—)LanTnd

e VAFTAICEEEY2—I/)L-A—FT4UT1— (module '3&) MMV AL—)LanTL\d

e init OYYRT .../modules/init/sh (FEIFFMFT /L) N source SNTL\D
*  OoneAPI BHEICKEIZA>TIL® oneAPI Y —)LFY R A VA —)LaNTL\D

AVA=ILTaLORU—ICBEIL T tbb ZO0—RL&ET,

cd <oneapi-root-folder> # oneapi root 1YVAr—)L-TALOURU—ICHKENTS
modulefile BERAIUSEETITD
FRTERLE modulefiles TAILY—%FERTS
tbb/X.Y BRENKRSND

./modulefiles-setup.sh #
#
#
module load tbb # tbb/X.Y EYa—)LxzO—F
#
#
#

module use modulefiles

module avail

O—RLE tbb/xX.Y EYa—I/ILEUZR
BIENS tbb/X.Y OB EEHIER
tbb/X.Y BEZHEI 1—ILHNUI RSNELIGD

module list

module unload tbb

“vr U »n W W W »n

module list

7>O—RORIC. env ARV EAEFRLCREZRIIL. O—RLE modulefile CEEINLEODERELET,

$ env | grep -i "intel"

BIZIEROOAR Y REEFTTBE O—RLTEE tbb modulefile CEBINEBED—EONEKRSINET
(modulefile ZRNTINTOEEZMHERBLET),

tbb &#77>O—FRLET,

$ module unload tbb # tbb/X.Y DEBEIRIBENSEIRRT S
$ module list # tbb/X.Y env var EYVa—/)LAURLLEWVWESICLET
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F:modulefile IFROVURTIN, A—F—DA YV A= )ILBLMRTF T B module 1 /59—
TUH—ICEoTO—RBELORIRESND2bD, x (EITAIEE) HERZRTETDILEIEHDEEF A,
A2 FIL® oneAPl W—ILFY DAV A R—)UICIE modulefile 1 /A—TUS—IFEENT
WEW e BRIICA VA R—=IL I ZRENHDET, BERIC, modulefile ICIE w ERIFMHE
HOFEBAN ZHEDATEETHDMNENDDET (r IREINTOI—H—ICRELFT),

3.8.8 N—IavEHE

AT IL® oneAPl W —)LF Y DAV A S—=F—F /N\=T 3V TAIT—%FRLT A VTIL® oneAPl W—)LES
ATS)—HEFEEABEICLTLET smodulefiles-setup.sh AU TRF/N\N—=YaVEBaNIVR—RY
DAY —FEFEARALT /IN—T 3 VEEINE modulefile ZELE T omodulefiles EHTAINYT—IC
[<modulefile &>//\—I3V] &L TV VRUVI- UV IDMERENB 26 module IV ROEREICENE
N modulefile ZN\—I3VEIICBRBTEFET,

$ module avail
———————————————— MEOCUILETLLEE =———=c—s—=o=o=s—o
ipp/l.1 ipp/1l.2 compiler/1.0 compiler32/1.0

3.8.9 #BHOETIa-ITFII

V—IL®T1 TS U—[E modulefiles 7AI)ST—RICEHD modulefile ZHFDIBENHOEIT . ZNENN
O—RAEEEY 2—IILICHEDEIT  BESNIOVR—XR U RTINS —EIT/\—TavEInYETceonEd,

3.8.10 oneAPlI TERTRIEY 21— I 771 )LDt E=IBRT D

modulefiles-setup.sh AU REIVRUYI-UVOEFERL T, INRTD modulefile % modulefiles
TANLST —ICEHNLET . EB O modulefile FBFERIFZEEINEFBA.ZDRR O,
${ModulesCurrentModulefile} BHICIF, ZNZENDAVAL—=IL-TAILT —ICHBDEBD modulefile
TIFRL E& modulefile ND symlink NS NET & modulefile IFIRDEDIBHEAEEAL T ZNZEN
DAV A=) T LI RU—ICH B0 modulefile N\DSRBREEELET,

[ file readlink ${ModulesCurrentModulefile} ]

NIF EBROA VA R—IUBFRIZHRI A A TED ). ETRICRBETOHODHAI T Z2NENHBIHTIT , EED
modulefile IFAMVAL—ILESNEIBFAANCHEN T D EETEFERAZOLEVE BRICHBIRSATSU—
T TUT— 3NN ) R EBHE TS RIRNET,

SHOICHLIBER T BICIF AV AR—ILICEENSD modulefile ZHERLTIIES L [FEAEDIEE  EBDT 71

IAD symlink ZEERT BTEDIXY e N=I3VEBES(BLN/N—TI 3V -TaLIR)—) DTN EENET,
e AVAR—ILeNe TCL NBYR/\—2 3V THECE R T 2F v IHEFENTLET,
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3.8.11 BiEBER
modulefile MEHAICDLTIE U TESRBLTLIZSLY,

e http://www.admin-magazine.com/HPC/Articles/Environment-Modules (258)
e https:;//www.chpc.utah.edu/documentation/software/modules-advanced.php (3258)
*  https:;//modules.readthedocs.io/en/latest/ (258)

e https:;//Imod.readthedocs.io/en/latest/ (5zE)

3.9 oneAPl 7 7U4 —</3> CMake* Z{EH

17 I)L® oneAPl BRTRM=NSD CMake* /\wo—I&FRT DL, CMake* 7O 7 T Windows* FEizld
Linux* £ oneAPl S17SU—ABEBICHATEET . CO/N\VIT—IJEFERITDZET (FDNDIVRATLATATS
J—h' CMake* 7OV U LEMETDIBEEBROBERNTEEIT ,CMake* 7OV T DOY—T v RTIGLC T #K
FERRENELCEED, [FDNDOEILREENMEICEDZENHOET,

ROV IR—R2 DY CMake* #HR—~LET,

e A7 )L®oneAPI DPC++ O/ 5 — - Linux*, Windows*

. AVFICAVTIL—FYRNTA—I YR TUZFAT (VT IPP) BESA VT AV FTL—F v
R \TA— VA TI=ZF1T-DUT T ST 14— (17 )L® IPP Cryptgraphy) - Linux*, Windows*

e AVFIL®MPI AT ZU— - Linux*, Windows*

e AVFIPoneAPI ALOT«T7-0=Za=5—3>7- 547 ZU— (127 )L°® oneCCL) - Linux*, Windows*

o AVFIL®oneAPI T—=5-T7FUFADR-TATSU— (1/F)L° oneDAL) - Linux*, Windows*

o AVFI®0oneAPI TA—T Za—FI)L- RV D=0 T4 TSU— (127 )L° oneDNN) - Linux*, Windows*
. 1> 7 )L® oneAPI DPC++ 54 75— (127 )L® oneDPL) - Linux*, Windows*

e AVFI)L®oneAPI YRR A—XRILSA1TSU— (15 JL® oneMKL) - Linux*, Windows*

o AVFILPoneAPI ALYFT AT -EILTaT-T OV (127 )L° oneTBB) - Linux*, Windows*

s  AVFIL®oneAPIEFTA- OV VT SATSU— (1T IL® oneVPL) - Linux*, Windows*

iE: 2024 UU—ZPUBETIE, macOS* (4> FIL°® oneAPl V—)LF v bH RO VIR—RV LT
HIR— S NE<EDELZ M7 )L® oneTBB 1> 7 )L® Implicit SPMD Program Compiler
RE WVWKDODDA—=T YV —=X-TFOT T ME 5|1 EHE Apple U ED macOS* #HR—
FLET . CNH0DY —ILEFEOEME B IFELLET,
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CMake* S EHERHTBZ T TITZU—IZ LU TCHBITEET,
. Linux* &7zl& macOS*:

AT/ /usr/local/lib/cmake
d—Y—:~/1ib/cmake

. Windows* HKEY LOCAL MACHINE\Software\Kitware\CMake\Packages\
CMake* J\wT =Y HFRITBICIE EFDNDV AT LA-TATSU—E@RKICTTIL® oneAPI 54T SU—AFERLE

F.BIRIE, find package (tbb) ZFERIT DL, 7TUT—2370D CMake* /\wT—[F1>F)L° oneTBB /(v
T—I%FERLET,
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4 oneAPI O3S LD VINTIVEELT

ZMETIZ CPU GPU . BELD FPGA ZRETIIA LUK TOTS =T APl R—=XADFOT0Z5=71CH1F
% oneAPI OOV /N1 ILFIBICDWCTEHLERRELET E/e. AV /MILOZE AT —ITEREINDY—ILICDWVTH
SHEL<EHPALFET,

41 B—y =20V I\1IL

oneAPl 700 =0 BFI)ILIF B—V =02V /1ML EYR—LLET  B—V -0V /\1ILICIE KA RE

FTINARO—=RZEERIC OV INTILT BIEE LR L TEZLOMAaNHNET oneAPI 7OTS=Z T -EF)LIE, —5B

DA —OBEICER KA —REFT /A AO—=ROERI IV /\CILBYR—rT BT EEZBEITHNTIESEL,
AMARREGRE —Y =20V /I\1ILICIFRDOETILGHDET,

o FEMH - BEEBIIMENIT DT 7ML ER/NRICHIZ  RA S I—ROBOEHLTOBRICT/I\I A I—R%EE
e

. Tl - B—Y—XTIE BHOOV/I\MZ—RARET/I\A RABOEBERICHDI— REHIIT DN TE,
HRAR- OV S—ICE o TEMSTNBIREI BN T /A - AV )M S —ICL>TERSINBDI—RILDES|E
t_ﬂl/asa—o

. BEl - T/ MOV T—F H—FRIDNEEESND I TERNEMBZENTE R SHLDRE
BAETOIZCENTEET HIXIE VA T—IEVW<DODDOEREHRLUIZD BEHITOELSA RIS —
DIAITYIEREIT D ENTETET,

4.2 VN1 S—DF2E]

AV FIL® oneAPI DPC++/C++ AV /AT —IF . ARV RSA Y TAV/I\AS—&EEITDEHOIV /15— RS54
IN—FRMBLETXDOBIL C++ BELD SYCL* ATV 3V HERLET . RSA/N\—ATFVavosFMIc DL T,
rZEEIOV)\ 15— Ro1/\—D—& | (BE) #SRBLTIZZ0,

OV I\AS—DFENCRET B T-1>T)L°® oneAPI DPC++/C++ OV /1S5 —-FROV/\— H1RBLOU T 7
LY a7 )\ A —micE) (=58) #2BL TS0,

C++ 77U =230V I\AILTBEEIC OpenMP* ZBRICT BICIE ROIY Y RTIVI\A1Z—%RRELET,

$ icpx -fiopenmp -fopenmp-targets=<arch> (Linux*)
$ icx /Qiopenmp /Qopenmp-targets:<arch> (Windows*)
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SYCL* 7 UG =230 )\A)LTBERIC OpenMP* ZBRICTBICIF ROIRYRTIV /A5 —%EELET,

$ icpx -fsycl -fiopenmp -fopenmp-targets=<arch> (Linux*)
$ icx-cl -fsycl /Qiopenmp /Qopenmp-targets:<arch> (Windows*)

ATV 3VOEAICDNTIE T FIL® oneAPl DPC++/C++ OV /A5 —-FAROV/\— HARBLOUT 7LV Ry
DIV )\ AZ—AT3, (&8) 28R LTIZaL),

VA Z—RZA/\—IF,0S IRRACEICER@MENRIGDET, Linux* TlE,GCC AFTILD icpx -fsycl OV
VRSA ATV IUHREBEIN, Windows* TlE Microsoft* Visual Studio* @ Microsoft Visual C++* EIED
icx-cl MRt NE,

o GCCHADARYRSAV-ATY3Y (" THED) ZRHBL EHOARL —FT4 VT VAT LATEILRYR
FTLhEHBEITSHTOI T INIRIBEET,

e Windows* ARV RSA-ATU 3> ("/" THED) #5858 L Microsoft* Visual Studio* X—n 7O 0
FCERTEEY,

17 J)L° oneAPI DPC++/C++ OAVIN\1S—DIEREA T/ 3>

A7 I)L® oneAPI DPC++/C++ OV /\ 1S —DREGFEA T3V URARE 1> 7 )L® oneAPI DPC++/C++ O/ /A
Z—FROV/N—HAIRBELOU T 7LV A glCBEH N TLET,

o TATO—-REIFOIVINAILATT3E OpenMP* AFY 3V BROMFIEBA T3>, (REE) ICIE,
SYCL* & OpenMP* A 70— RICEBDA T 3VhRENTLET,

o AMAFEEGRINTCOA T3V EBBEGHRBIX. TOV/\1S—ATVavnUR s (ZILT7NY HE)) (3E:E)
ICHNET,

4.4 AV I\NTILFI

oneAPl 7 UGS =23 vIE FALONTOTS =0 FIBEER oneAPl 5147 SU—%FERT S API R—Z H
FOENBEBHFEDETCERTDIENTEEIT AP R—XDTOTS=ZVITIE AT U—0eEERFERLT
TINAZANOA T O—RETVWEIT . CNICED BREIFZ T T -3V =R I IEBEHNTETET . —MRKIC,
API R=20O7OTZZ VI HNB1R8, Z—XICTHISGTETEVMEEIC SYCL* Fizldk OpenMP* A 70— REEEEE A
TEONRDBEZ TCHDEEZIBNFET,

ROETY 3V TIEAPIR=ZAOO—RE SYCL* #FER LIS LI~ a0 = 00BN LET,
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https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compiler-reference/compiler-options.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compiler-reference/compiler-options/offload-openmp-and-parallel-processing-options.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compiler-reference/compiler-options/alphabetical-list-of-compiler-options.html
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441 APIN—ZXND3d—F

ROO—RIE A>T IL® oneMKL @D oneapi::mkl::blas: :axpy FREFERL T ZE#H/ NI BONRD HLEIK
[CWLTalx%#FTELT yEMEITDAPIFOEL (a * x + y) OFEREERLTCVWET oYY FILO—R
[E.oneAPI 7O S =0 EFIILAEFABALT, 705 L -5 —CMEAETLET,

1. #include <vector> // std::vector ()

2. #include <cstdlib> // std::rand()

3. {#include <CL/sycl.hpp>

4. #$include "oneapi/mkl/blas.hpp"

5.

6. int main(int argc, char* argv[]) {

7.

8. double alpha = 2.0;

9o int n elements = 1024;

10.

11.

12. int incx = 1;

13. std: :vector<double> x;

14. x.resize(incx * n _elements);

15. for (int i=0; i<n elements; i++)

16. x[i*incx] = 4.0 * double(std::rand()) / RAND MAX - 2.0;

17. // =2.0 D\ 2.0 OFFED rand 1B

18.

19. int incy = 3;

20 std: :vector<double> y;

21. y.resize(incy * n_elements);

22. for (int i=0; i<n_elements; i++)

23. yli*incy] = 4.0 * double(std::rand()) / RAND MAX - 2.0;

24, // =2.0 BB 2.0 OEED rand B

25.

26. cl::sycl::device my dev;

27. try {

28. my dev = cl::sycl::device(cl::sycl::gpu _selector());

29. } catch (...){

30 std::cout << "Warning, failed at selecting gpu device.Continuing on default (host)
device.\n";

31. }

32.

33.  // FEEAINEFVYF

34. auto exception handler = [] (cl::sycl::exception list

35. exceptions) {

36. for (std::exception ptr const& e : exceptions) {

37. try {

38. std::rethrow exception (e);

39. } catch(cl::sycl::exception consté& e) {

40. std::cout << "Caught asynchronous SYCL exception:\n";

41. std::cout << e.what () << std::endl;

42. }

43. }

44, }s

45.

46. cl::sycl::queue my queue(my dev, exception handler);

47.

48.

49, cl::sycl::buffer<double, 1> x buffer(x.data(), x.size());

50. cl::sycl::buffer<double, 1> y buffer(y.data(), y.size());

51.
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52. // y = alpha*x + y %it®

53. try {

54. oneapi::mkl::blas::axpy(my queue, n elements, alpha, x buffer,
55. incx, y buffer, incy);

56. }

57.

58. catch(cl::sycl::exception consté& e) {

59. std::cout << "\t\tCaught synchronous SYCL exception:\n"
60. << e.what () << std::endl;

61. }

62.

63. std::cout << "The axpy (y = alpha * x + y) computation is complete!"<< std::endl;
64.

65.

66. // y buffer Uk

67. auto y accessor = y buffer.template

68. get access<cl::sycl::access::mode::read>();

69. std::cout << std::endl;

70. std::cout << "y" << " = [ " << y accessor[0] << " ]\n";
71. std::cout << " [ " << y accessor[l*incy] << " ]\n";
72. std::cout << " [ " << "... ]\n";

73. std::cout << std::endl;

74.

75. return 0;

76. }

7 TUT =23 (axpy.cpp ELTRE) 23V /LT BICIE OROBIEEITLET,
1. MKLROOT BRIEBZHNBEYICHRESIN TV E2ERLET,

Linux*: echo ${MKLROOT}
Windows*: echo $MKLROOTS

FLLERESNTLIRLIBA, setvars. sh, oneapi-vars.sh XU k% source 95H (Linux*),

setvars.bat,oneapi-vars.bat (Windows*) XOUF+%ZET Ffeld 1ib BELD include Y TFrL

IR)—%ECTALIR)— )\ AEBHIHRELET,

setvars HE oneAPI-vars ATUTROEHRICDULTIE, ToneAPl BIRIEBEORE A#SRBLTIES L,

2. MROARVRTI7Z U —avaEEIILRLET,

Linux*:

|$ icpx -fsycl -I${MKLROOT}/include -c axpy.cpp —-O axpy.o

Windows*:

|$ icpx -fsycl -I${MKLROOT}/include /EHsc -c axpy.cpp /Foaxpy.obj
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3. ROARVETTIIT—3vEIVIOLET,

Linux*:

$ icpx -fsycl axpy.o -fsycl-device-code-split=per kernel \
"${MKLROOT}/1lib/intel64"/1libmkl sycl.a -Wl,-export-dynamic -Wl,--start-group\
"${MKLROOT}/1lib/intel64"/libmkl intel ilp64.a \
"${MKLROOT}/lib/intel64"/1libmkl sequential.a \
"${MKLROOT}/1lib/intel64"/libmkl core.a -Wl,--end-group -lsycl -10penCL \
-lpthread -1m -1dl -o axpy.out

Windows*:

$ icpx -fsycl axpy.obj -fsycl-device-code-split=per kernel "
"${MKLROOT}/lib/intel64"/mkl_sycl.lib ~
"${MKLROOT}/1lib/intel64"/mkl intel ilp64.lib *
"${MKLROOT}/lib/intel64"/mkl sequential.lib *
"${MKLROOT}/1lib/intel64"/mkl core.lib *

sycl.lib OpenCL.lib -0 axpy.exe

4, MROOARVRTFZ U -3 vEZEFTLET,

Linux*:

|$ ./axpy.out

Windows*:

| $ axpy.exe

442 H4LONTOISEVT

TR TRORIILINEDY >V )L O—F, (EEE) 2EALEI . COT > F)ILO—RIE oneAPI 7OOS =05
IWENBLT. 7985 —459—CNEAETLET,

ROOARY R EFEAEIV /I CMIILLTIUVILET,

$ icpx -fsycl vector add.cpp |

AR YREATYIVOOAVR—RY REBERIE TAPIAN—ZOO— R 1803V THBLEDOEEULTWLET,

ZOOXVRAEZETITBDE ETEFIIRINILOMBERETITBIETI71ILDMERISNET,
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https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming/C%2B%2BSYCL/DenseLinearAlgebra/vector-add
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4.5 AV I\1ILDOFE|E

AT7O0—FREF53700 3 L%FMT2IBE. VA S—FRALET NARABITOELOI—RFEERT
BEDNHDET 0oneAPl (&, COBMRIFEZRAEENDORAGVLIICLET FAFHE(L DPC++ JI2/{15—
(icpx -fsycl) ZERLTSYCL* 7 7UT =37V /){AILTBRIFT (—EBOIV/ILIRYRT) KA LE
FTIARBIFOI—RFEERTEET,

VAT ABEIC RSNV TILE Oy =TI, AMD* (Linux* d+) B NVIDIA*
(Linux* & Windows*) GPU 45— kE13B158E6 0 H0NET,

e A7 IL® oneAPl DPC++ O/\AZ5—T AMD* GPU Z{£M I BICIE, Codeplay m\H
oneAP| for AMD* GPU 7204 = AFLTIV A—ILLET,

. 127 )L® oneAPl DPC++ 1>//\1Z—T NVIDIA* GPU {9 5IC(&, Codeplay Hh'5
oneAPI for NVIDIA* GPU 7504V AFLTAIVAR—ILLET,

FINA ZAO—RMEFTICIE, Just-in-Time (JIT) 3>//81)L& Ahead-of-Time (AOT) OV/\TILD 2 DOA T3
NHODEITNIT NFIAIN LTI . ZOEIYarTlE RARTI—ROOV/INTILEEE TINARAO—REEKT D
2 DO EESBBLET . 5FL<IE, FData Parallel C++ (ZEE) 250 13 EE2RBL LS,

4.5.1 MEROIAVINAIFEINE ((RRARDHFDOT TV —2/3Y)

ROV INAILFIEIE, C.C++  FEIFZDIENDEEBCTHHSINBEBED IV /INAILGETT . T /\A ANDA T
O— RGBS ICERSNET . OV /I TIILFIEZRICRLET,

ROV N IVFIE

Frontend(s) Host back end Linker

F o P e A e '

| ® : ® ae ?

| I |

| I I |

I l

| | i -
I |

: | : : = | N Run
I I : : - App
| | | Hostobject | Host |

: | || executable |

| 1 ¥ |

| K N |

COMPILE TO OBJECT LINK TO EXECUTABLE EXECUTE
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https://www.isus.jp/products/oneapi/oneapi-for-amd-gpu-get-started/
https://www.isus.jp/products/oneapi/oneapi-for-nvidia-gpu-get-started/
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
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1. ZJO0YVEIVRIE YV —R=HRBRRICEBL NNV I TV RISELERT,

2. IN\VOIVRIF HFBERBAEAT IO I—RICEBLTATY 2O 771 (Windows* TlE .obj,
Linux* TlE .o) Z#HHOLET,

3. 1DMEQATI O TNV A—ITESNET,
4. UVH—IFRTI7IIVEERLET,
5. INT.77VT—Y3VEERITTEFERT,

4.5.2 SYCL* A7O—FId—FROaVINTIFIE

SYCL* A7O—RO—FROOV/INILFIBICIE OOV INAILFIBICT /INA AO—Ro JIT 8L AOT A3
VEBILET . COFIETIE BFHFEIE icpx -fsycl 2FERLT SYCL* 7 U —avz=IaV/)\IILL . BHE
LTHRARO—REF/INARAD—ROEBEEECETHRE T 7 1IILEERLET,

SYCL* A7O—RO—ROEARTIV/NMILFIEERICRLET,

SYCL* A7 O0—FRO—FROEXRIVINTIVLEIE

Front end(s) Host back end Linker Device back end
------------- | B T e
I I i
I | G I
® @ L
I I f~— I @&
— L by ) ! &
IS : | : | Device :
Device code ) | = 1] executable i
T = ;
= I Fatbinary | |
> I I I
—J P! i | |
Host object : : : : :
@ N ¥ I
] 1

COMPILE TO OBJECT LINK TO EXECUTABLE EXECUTE

1. MARID—REN\YIIVRTATI O O—RICEBENET,
2. FTINAZXO—RIF SPIR-V* FLH K2 T )\ A R/)\A FU—[CEHENFE T,

3. UVA—FRASATI O O—REFT/I\ARO—F (SPIR-V* F2lF T /\A R/)\1FU—) ZiBHEDETZ,
(T/I\AZAD—FMEHAFN ) RARETI—FZEETT 7y b\ A FU—ZERLET,

4. J\AFU—DRESNDE AR =TV T I RATLAIFHKAS 7TV -2 3V EFLET A 70— RN
TIONBIEE . VI LIFT/INAATI—RZ2O0—RLET (BEICIHELT SPIR-V* ZF/\AR/\AFU—ICE
HLERT),

5. FPTUT—=3VIE RARENAAEEGRT A ATEITSNET,
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4.5.3 JITOIVINTILFE|E

JT aVIAIILOFIETIE, T /A ZXa—=RIF/\WI TV RT SPIR-V* R OB O—RICE#SN, SPIR-V* &L T
T7Y A FU—[THHFIAFIN, TVF T AICEDT SPIR-V* h\oF \AZ/N\AFU—[CEMSNFE T 7 T UT—2/3
UHEEIENBE, SV LIFHAFREGRT A RAZ2HFILTZEDT /NA REBOI—FEERLET . 1UTEKD,
AOT (1) OV /AILFIBLDD, 7 TVT =23V OETRIBE /N TA—I YV AOFRRMENBEDET . LN, 7TV
T—23aVOETRICOY/IAOL (IT) BMT0oNSREe, 7TUT -3y OERTEEIMENT 20NN HNET . K
BOT/\A RO REFORBRZT TUT -2 3V TIF N TA—X Y ANOXENBEICENDEDHDET,

EVRIT O3VIAILFIEIF 5—0 Y R T I\A AT A THBIBRICRIEET,

T 3V /A5 —IF FPGA T/\A XTIFHR—kanEt A,

IVIAIIVFIRERORICRLET .

JT AV IAILFEIE

Front end(s) Host back end Linker Device back end

___________________________ i R e S |

| I

@ :

. | — & |
— | = ! &

LU= ! Device |

Device code "R executable i

L ;

p=== Fat binary : : 1

>l I

— i : |

Host object : | :

@ ¥ '

1

COMPILE TO OBJECT LINK TO EXECUTABLE EXECUTE

1. MRARI—=REFE /N\YIITVRTATI 2O - RICEBENFET,
2. TINARO—RIF SPIR-V* ERICEHESNET,

3. UVH—IERARATI O O—RET /AR SPIR-V* ZHHE DR T2 (SPIR-V* BMESHIAFEN ), R
ETO-FEETT7Y A FU—ZERLET.

4. ERITSNBERDESICIESNFT,

@ HRRAREDT/INAASUIALIE T /A D SPIR-V* T )\A AD/\AFU—ICEHLFT,
(b) ZENzT /I\A A\ AFU—IEFT /A ZANO—RENET,

5. 77UT—23avIF EARICHARRGRARET /I\AATEITSNET,
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4.5.4 AOT OdVINTIFE

AOT (AT OV/\AILTIE T /A RO —RHY SPIR-V* [CEMESNTHD IRA /NI TV ROT/IN\AZXT—RICE
N, &RNICERSNET /NARO—FN T 7y bN\AFU—THHFAENKT LH\L, EIT 771 LOEENFFE
[F T FNELDBIEIZDFRT,

EYb: AOT FIRIF F—T Y T BT /A XANBREICH AL TLBIBRICEL TVEIT,AOT
FIETIF, TN\ ITTGA DI ERIbSNSee, 7 TUT -3V %7 /\w I3 2BOF ADH
TINFEI,

IV IAIILFIEZERDRICRLET

AOT OV N1 ILFIE

Front end(s) Host back end Linker Device back end
| o=ttt et | Y e e e e e ] B —— |
| |
AOT Compiler | : . : ® :
I | _— I
! @ ! I
| | =
SPR-V  Device | | : : : Device :
object binary : | : | binary :
1 !
©) ® 1 ;
p— | : Fathost+ | : |
' 5 device binary | | :
Host object : : : | :
® ¥ i I
I |

COMPILE TO OBJECT LINK TO EXECUTABLE EXECUTE

1. RARO—RIZJ\WITVRTCATI O O—RICEBEINET,
2. FTINAZXO—RI[Z SPIR-V* X ICE SN E T,

3. T/AAD SPIR-V* [F ARV RSAYTA—Y—mIBELRT /\MR@IFOT/\AA-O—R-ATITTHIC
BSNFT,

4. UVH—F KA ATI O - RETINAR-ATI 2O D—RelHante, T /A ZRN\1FU—N
BOMNFENRARETI—FEECT7Yy N\ A FU—ZEMLFT,

5. EITRIC. T/I\ARN\AFU—FF /A ANO—FN&ET,
TIVT =Y 3VIF RAREIEESNET \A ATETENET,

455 T7vbkIN\A1FU—

Ty I\ FU—[E JIT & AOT TV/I\AILFIENSERHSNET T /1 RAO— RHBSHIAFEN R A /N1 FU—
T, T/\1AO—RBE{KIZ. OV/I\AILFIBICL>TERDET,
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TJ7vbkN1FU—

Host Code

Executable (ELF or PE)

o RARI—PRIF, ELF (Linux*) &7zlF PE (Windows*) FZHDEIT 7 71ILTT,
e FNARO—FRIFJIT FIETIE SPIR-V* AOT FIETIET/I\AZ/\AFU— (E1TAIEE) TI . ET 771 I)LIF
ROWITNHDHER T,
- CPU: ELF (Linux*), PE (Windows*)
- GPU: ELF (Windows*, Linux*)
- FPGA: ELF (Linux*), PE (Windows*)

4.6 CPU Fg

CPU IO Ea—5—0EMNE BIEIEN, DI XEY—DIREI P DRI Y 21— )Rl %S TEMIREI /7
JIWOUZXLATEHESNTWVWET . CORDFEMMEEEZRL, CPU [FIRIAVWI RDZENIRT LD ICRETSNTUVET,

SYCL* B&LD OpenMP* A70O—RAEFAIZTOTS =T EFILICED, B CPU BLU GPU Y XFLTHT
TUT =3V DEENAEEICEDET ,SYCL* BED OpenMP* A7 O—RICHIFB T /1 Z,41&,CPU & GPU @
mAEIETIZEENHDET,

3D CPU (&, WA EICH B I RER/ N\ /\—IA Ly T 1T E[EL SIMD IBZGX e 8O 7 =2 BEH L TLET,
D—o0—RICGTEERN R CIFI EIT R fER MBI FE T DIEE . TOL DML GPU ¥ FPGA ¥ Oty
H—TlFFE< CPUNATO—RI B EEWRELET . CNIEFER,. T—5% PCle* ZNLTAT7O—RITDLENGL
fedd (AT O vH— GPU EIZERD), T—IEEDA —/\—Av RER/NRICIZ LA T VY — =R LET,

CPU T7UT =30 AFETIBICIE, CPU TEEETINBNERED CPU 7O—& CPU F/\AATERTEND
CPU A70—R®M 2 DOA T avnmpDES,CPU A7O—R(E, SYCL* £fzlE OpenMP* A7 0O—R-7FUT —
YAVTERTEEXT ,OpenMP* A7 O—R- 77U -3 SYCLx A7O—-R-7UT -3V £66H
OpenCL* S V54 L&AV T IL® oneTBB ZFER LT, CPU T /\A A TEITTEET,

vk O—oO0—RM CPU . GPU. FEfzlE FPGA ICRBETHAINTHTIES(E. TETE oneAP
D—20—RICHT B CPU, GPU,. BE FPGA OF St E ) (HEEE) #8RBLTIES L,
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https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html
https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html
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4.6.1 HERD CPU [IFFIE

WEXRD CPU D—070—& . V591 LIGLT CPU ETENMELET . OV/NMIILT7O—(E,C . C++ £RIFIFHNDEEE
TEHERSNB LSET /A ANOATO— RAETHOEUMEERNLGZOV/1ILTT,

RROD—0O—RTIEX "I/ 70-0OE  THBSNTLBRLSIC kO /\1IL70— (KRAREFER7
TV —23)) F@EFERAL T AR ETOVINMILBEOETENET,

aVINAILa Y Rl

| $ icpx -g -o matrix mul omp src/matrix mul omp.cpp

4.6.2 CPU AZ70O—FOFIE

T IAILETIE . CPU T/\A ZANA T O—R9BI155E, OpenCL* U1 L%EERLET . OpenCL* S5 AlE
FIAIRIC > FIL® oneTBB HiEALET,

CPU [CATO—RIBRIER. V-0 —TIFEGZHBIOTICEIDHTOHN, TNBOT—07)L—F(FMFICETT
TEFEIT T —TAOD—IIEBIF . CPU @ SIMD L—>ICYYITEERT . D—VIBR (HTTIL—7) (&,
SIMD AU CRSICETSNET,

CPU D—00 -7

Work-item Sub-group Work-group Global ND Range

Lo LY (AR
$ & @

HE
| HE
SIMD SIMD CPU
Lane Unit Thread CPU

CPU ET0OFHAICDWLTIE T&FE oneAPl OV Ea—F 420 -D—o0—RICHT S CPU,.GPU, BEL FPGA OF
EOLE ) (EE) #SRBLTIESL,
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https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html
https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html
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4.6.2.1. CPUATZO—REITORE

1. setvars &F/ElF oneapi-vars AVUTFOETZEEL, ToneAPl BEREDRE 1 LIY3IVOITRTD
FlazEET LIl = BRBLET,

2. sycl-1ls OXVRZEZETLT WER OpenCL* T LN CPU ICEHEMITAN TV EAERLET,
Bl
$ sycl-1s
CPU : OpenCL 2.1 (Build 0)[ 2020.11.12.0.14 160000 ]
GPU : OpenCL 3.0 NEO [ 21.33.20678 ]
GPU : 1.1[ 1.2.20939 ]

3. ROUYVIILI—FREFALT, I—RM CPU TEFTSINTVBDEEZERLET .V FILO—RIF BHD
REGNRI VAN Z—%MB L FERERIELET .

SYCL*

SYCL* Tl& CPU TEITTBeHOMAHT NNA AL IY—DNHBSNTUVET . Z1lF device selector EA
D5 2%EAL cpu selector TCPU FT/N\AREEIRTEET,

£

[F.default selector ZFAL T ERCERINCE2—URAT AV IICH O ORDRBERIC IO TEITH

ICTN\ARERIRTH_EDHTEFRT,

$ export ONEAPI_DEVICE_SELECTOR:cpu

SYCL* Y7 )La—k:

W Joy Ul W

I = N = S SO VY
S W N O

NN DN PR
B W NP O W o Jo0 U

~
o

#include <CL/sycl.hpp>
#include <array>
#include <iostream>

using namespace sycl;
using namespace std;
constexpr size t array size = 10000;
int main () {
constexpr int value = 100000;
try{
cpu_selector d selector;
queue g(d selector) ;
int *sequential = malloc shared<int>(array size, q);
int *parallel = malloc shared<int>(array size, q);
/] V=T ¥)L iota
for (size t i = 0; i < array size; i++) sequential[i] = value + 1i;

// sycL* M5 iota

auto e = g.parallel for(range{array size}, [=](auto i) {
parallel[i] = value + 1i;

1)

e.wait();

// 2 DOFERNEL\HMEEE

for (size t i = 0; i < array size; i++) {
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25. if (parallel[i] != sequentialli]) {

26. cout << "Failed on device.\n";

27. return -1;

28. }

29. }

30. free (sequential, q);

31. free(parallel, q);

32. }catch (std::exception const &e) {

33. cout << "An exception is caught while computing on device.\n";
34. terminate () ;

35. }

36. cout << "Successfully completed on device.\n";
37. return 0;

38. }

ROARYRTCY Y F)ILa—REIVI/IACILLET,

| S dpcpp simple-iota-dp.cpp -o simple-iota.

BMOIOTYRIFTYTILO CPU OV RHNSEVETEET,

ERLIE/N\AFU—ZEITLET,

$ ./simple-iota
Running on device: Intel® Core™ i17-8700 CPU @ 3.20GHz
Successfully completed on device.

OpenMP*

OpenMP* DY > F)LO—R:

1. #include<iostream>

2. 4#include<omp.h>

3. #define N 1024

4. int main () {

5. float *a = (float *)malloc(sizeof (float) *N) ;

6.

7. for(int i = 0; i < N; i++)

8. ali] = 1i;

9. #pragma omp target teams distribute parallel for simd map (tofrom: afl:
10. for(int 1 = 0; i < 1024; i++)

11. alil++;

12.

13. std: :cout<<”successfully completed on device.\n";
14. return O;

15. }

KOO RTY Y FILaO—REIV/IAILLET,

|$ icpx simple-ompoffload.cpp -fiopenmp -fopenmp-targets=spir64 -o simple-ompoffload
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CPU ETATO—FEEZERITIBICIE N\ FU—%XTITDRIORDRELEH =R ELFRT,

$ export LIBOMPTARGET_DEVICETYPE=cpu
$ export LIBOMPTARGET PLUGIN=opencl

FRLIE/N\AFU—%EITLET,

$ ./simple-ompoffload
Successfully completed on device

4.6.3 CPUANAI—FZATZO-—F

TIVT—23vEATO-RIBIEAE MRV IEATO— RO RN BN I — FEEHEREI S ENEE
TIABENE FFEERT -S| A—R)ILI—-—FNH2156. 20— FEgEA 70— R d e Z&FTL
T<lfEEn,

AT7O—RI2I—REEZRFETDICIE, 7T IL° Advisor DA T7O—FDOET UL (EE) MRIIEET,

4.6.3.1. AzZO—-RSnfzd—kRosN\vo
MTROURRCIE AT O—REINBZI—ROEANET/\WIDE Y FARENTNET,

o MARY—TVEEFIVILTI—RIELVCEZRERLET,

e printf ZFERALT. 7TV —Y3vET/\WILET.SYCL* & OpenMP* AT7O—RTIE, £655HH—F
JLO—FTprintf MUR—EeNEIT RIELHEREL CHEGOTBREDEBLET,

- SYCL* Tla ROT/I\wORBZH AN A TETEIT, INTOIRBZHIC DL TIE GitHub* (3EZE) IS A
FTEFI,

SYCL* THRERINB3ITN\VIRIEEHN

RIEZEH f& EL)

ONEAPI DEVICE SELECTOR | backend:device type:device GitHub* (ﬁgg) MDERBAAESRBL TS,
num

SYCL_PI_TRACE 1127-1 1: SYCL*/DPC++ SUHALTSTAVD

EARL—-RAOT%ZHENDLET,

2: SYCL*/DPC++ SV/AALTZT1D
IRTOAPI FL—REHADLET,

-1 2 OIRTEEBMOT /I ERA H
HLET,
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https://www.intel.com/content/www/us/en/develop/documentation/advisor-user-guide/top/model-offloading-to-a-gpu.html
https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md
https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md#sycl_device_filter

A4 FIL® oneAPl YO0 S =00 1R

- OpenMP* TlFE RDT Ny I RIBZHNERSINET A B AREGRINTORIBEZERMICDOVTIE,
FLLVM/OpenMP* RFFa X/ b (HER) #2RBLTRE L,

OpenMP* THREEINZI TNV IRIEEH

RIBEY f& Bl
LIBOMPTARGET DEVICETYPE | cpulgpulhost FINAAEBIRLET,
LIBOMPTARGET DEBUG 1 HgT I\ I EREL D LET,
LIBOMPTARGET INFO LLVM/OpenMP* O RFaX Yk | A=Y —NSEXIEBYATDS V51 LIE
TH FH A BE7S{E (FL5E) #R% libomptarget MBEETEBDLDIC
L&,

o ZEFHI (AOT) OV/I\AILAEFERLT IVvARA VAL JIT) 3V/AILE AOT IV /INAILICEITLET 5FHA
[CDWCIE TCPU 7 —FFOFv—EITOEG IV /1L B2 LTS,

oneAP| THIAAEERT I\ I FRE T /\w IV — )LOFERIC DL TIE, TSYCL* HEL0 OpenMP* A 70— RALED
T\ mSRLTLIES),

4.6.4 CPUI1—RORE(L

CPU A7O0—FI—RO/N\TA—IVRICHET DM HDZ<OERNGHDET, D—DIER. D—0T)L—7,
BROEITENBDT—UEIF CPU IT7HICLOTEIGDFT,

e OV TCEASNBIV—UENSEENETRWSEE I\ TIA—TVADME NI B EEMNHNFET ., ik A
T a=)LOA—/I\—AYREXLY ROV FEIRIDBEINREATI,

¢ CPUTIE PCle* ZNLIeT —FEENTETHD, A7 O—FEENT 57 RIFERFIE T LENRU D,
LAFVY—hE<SIEDET,

o FIUL—U3VOBEICEDWVWT RALYR- 7 I4ZT1—IE CPU M/IN\TA—IVRICEHERS X DAREM
BHEODFETEHEICDOVTIE TWILFATICHIFTZINAFU—DETEIE , #2RB LTS,

o FTIUAERTIE AT OV/IIILDMERSNE I ARODIC AOT OV/INAIL (ATS4>aV/NAI)L) #FERL
THEHEDCPU 7—FF0Fv—mS—T vk CLTO—RAEOV/I\TMILLET EHRIC DL TIE . TCPU 77—
FOFv—EITOREA T3 1 #BRBLTESV,

A70—RN\TA—=Y YV 2AOEBEL  CEIOHRERIEN RSN TULET,

4.6.5 CPU IV ER0H

ROIARYRIE T /INARAO—RO—EHENZT1 TS U—IChdEEEABELTLET,

FEEFNSATSU—DU Y IFTIR—FsNTLER A,
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https://openmp.llvm.org/design/Runtimes.html
https://openmp.llvm.org/design/Runtimes.html
https://openmp.llvm.org/design/Runtimes.html
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TIARADA—FEERBLTCT 7Y ATI IO EEMLET,

| $ icpx -fsycl -c static lib.cpp

ar V—ILZERLT BN T 7Yy~ SA TS —=ERMLET,

| $ ar rc r libstlib.a static_lib.o

7IVT—23v0Y =RV IAILLET,

| $ icpx -fsycl -c a.cpp

BNSATSU— 7 TUT -3V OLET,

| $ icpx -fsycl -foffload-static-lib=libstlib.a a.o -o a.exe

4.6.6 CPU 7—FFUFv—mIFDOER] (AOT) JVI\TIL

EH] (AOT) IVI\AILE—RTIF &EA TV IaVEFRLTHED CPU 7—FFIFv—TCDETEREIT D
O—REERTEET,

$ dicpx -fsycl -fsycl-targets=spir64 x86 64 -Xs “-device <CPU =BT Z0>7 a.cpp b.cpp -o
app.out

RO CPU @b AV avhymR—kanET,

-march=<instruction set arch> ¥—TvhrO@mBtyhrT7—FFTI0Fv—%RTE:
'ssed2' 1VT)e AU—ZVY sivp HESRARH 4.2

tavx2' AVTIe PRNVARNIN-TORTVY3Y 2

'avx512' AVFI)Le PRINVARNIRL-TORFT V3> 512

i UIR— SN RBATYIVIF ROV —ATEBESNS A BEMENHDET,

4.6.7 8o CPUIF7ETNIFU—DEFTZEIVFO-IIL

4.6.7.1. BIBEZTH

ROBBEZH L, 7005 LAOETHICERD CPU O7A SYCL* £fzld OpenMP* XL ROEBZIY ~O—/)L
LFEI.0OpenCL* 51 CPUTFT/N\AREFERLT CPU ICATO—RIBIFE. CNoOEHAEFERLET,
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SYCL* ¥£7z13 OpenMP* IRIEZEH

RIREH

e

DPCPP CPU CU AFFINITY

CPUNRLY R 7747 1—RELFTIT U TEIBECTCETEI,

. close - ALwRIFFIARTEER CPU 7 ICEK L TCEREESINET,

. spread - AL RIFFBAA LD 7 ICHEENET,

. master - ALY RIETSATU—- ALY REFLOIFICEBBESINET,
DPCPP_CPU_CU_AFFINITY MERESN TN TSATU— AL v REBHEESN
FI (RRETIFEESNEEA).

ZOBRIBZHE, OpenMP* M oMP_PROC_ BIND BRIBZHICIUTLEFET,

FIAI S RRE

DPCPP_CPU_SCHEDULE

2T a—5—1b work-group ZRT IV a—)LIBF7INTIXLEIEELEIT IR,
SYCL* SUHALIEAVFTIL® oneAPI ALY T« -EILT4>T-70Ov% (oneTBB) M
ATV a2—F—%FALTVET . ZCOEIF oneTBB RT T 1—F—IEHATD/(—F 1
Var—EBRLEIT U TEIEETETET,

e dynamic - oneTBB M auto_partitioner, &2 8d S HBUEHEIEITUVE
EB

. affinity - oneTBB O affinity_partitioner.subrange #7—H—XL v RICTwvE
9B ET, auto_partitioner DFv w17 I ZF4—%=R ELIHFET,

. static - oneTBB O static_partitioner.range MKE=E=T—H—AL YV RETTE
BRIFEIZICHEILET . 0neTBB M/ \—F 1/ 3F—I|&, grainsize ZERLTF v
OORETSHEHELET . T I7AIL D grainsize (& 1 THD, IRTDH work-group
VL TCTETTEREHERLET,

F7#J b dynamic

DPCPP_CPU NUM CUS

N—RIOEFTITEATIALY FHERELET,

A—=N\—BTROVTFY a2 E%EIE T BIC(E, DPCPP_CPU NUM CUS DERAEZE/\—F
D17 ALy RHICTBMENHDET . DPCPP_CPU NUM CUS W 1 THDIBE, TNTD
work-group [FE—DX LY RTIEEICETSNET . CNIFT /W IRFICRIIBET,
CDRIEZHF, OpenMP* D OMP_NUM_THREADS [CIMTLVET,

FITAI: RKBE.oneTBB I[CEDTRESNET,
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RIREH

B

DPCPP_CPU_PLACES

TIA T4 — %R ET DIBEIEELET,

fBlF.{ sockets | numa domains | cores | threads}®UWINMTT,
CDRIBZEHE, OpenMP* M oMP_PLACES BRIBEHICBITVET,

numa domains HEIRTNDE&, oneTBB ™ NUMA APl MERSINET, Z1lE,
OpenMP* 51 (O OMP_PLACES=numa_ domains [CIlTULV&E T ,0neTBB D task
arena |& numa /—RIZ/\A > RE&N, SYCL* nd-range |& task arena [CH—ICHES
nEd,

DPCPP_CPU_PLACES [d,DPCPP_CPU CU AFFINITY &EBICHERTICAHELE
ER

FIT A cores

HR— SN BIBEZHOZFMDOWVTIE 1T )L oneAPl DPC++/C++ OV /\A5—-FROV/\— H1REBEL
DCUT7L Ry (k5B =8B LTSV,

4.6.7.2. HRARAEU—DEINDHT

OpenMP* ZfFR T 2155 XD APl ZERALTRARXEU—ZEIDH T, T/I\AREHBITIENTEET,

I EXTERN void *1lvm omp target alloc host(size t Size, int DeviceNum)

XEU—ZEIDHTOFHMICDOWTIX I EO-O7- TO0 5 =00 -4 Ry (38:E) #2RBL TS,

4.6.7.3. Bl 1:A4VFIN° NAN=RALYF1VT-F70./0I—B

2VTYRT VI YRZEIT 4 DOYREITHHD, ZNZNOYIEITICIE 2 DOINAIN—=ALYRNHEI T V%

BELERT,

*  s<num> [FUARTIEESNS 8 DOV ERDOVI YV HESERLET
e T<num> [ AVTIL® oneAPl ALY T4V T -EILT42T-T7OvD (177 IL° oneTBB) DALY F&ES%

~LET,

. v FRBEOITEEKLET.

DPCPP_CPU_NUM_CUS=16

T15]
T15]

T15]
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export DPCPP CPU PLACES=sockets
DPCPP CPU CU AFFINITY=close:S 0:[T0 Tl T2 T3 T4 TS5 T6 T7] S1:[T8 TS T10 T11l T12 T13 T1l4

DPCPP CPU CU AFFINITY=spread: SO0:[TO T2 T4 Te T8 T10 T12 T14] S1:[T1 T3 T5 T7 T9 T1ll T13

DPCPP CPU CU AFFINITY=master: SO:[TO Tl T2 T3 T4 T5 T6 T7] S1:[T8 T9 T10 T11l T12 T13 T14



https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compilation/supported-environment-variables.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compilation/supported-environment-variables.html
https://spec.oneapi.io/level-zero/latest/core/PROG.html

A4 FIL® oneAPl YO0 S =00 1R

export DPCPP_CPU PLACES=cores

DPCPP CPU CU AFFINITY=close: S0:[T0O T8 T1 T9 T2 T10 T3 T11] S1:[T4 T12 T5 T13 T6 T14 T7
T15]

DPCPP CPU CU AFFINITY=spread: SO0:[TO T8 T2 T10 T4 T12 T6 T14] S1:[T1 T9 T3 T11l TS5 T13 T7
T15]

DPCPP CPU CU AFFINITY=master: S0:[T0O T1 T2 T3 T4 T5 Té6 T7] S1:[T8 TY9 T10 T1l T12 T13 T14
T15]

export DPCPP CPU PLACES=threads

DPCPP CPU CU AFFINITY=close: S0:[TO Tl T2 T3 T4 T5 T6 T7] S1:[T8 TS T10 T1ll T12 T13 T1l4
T15]

DPCPP CPU CU AFFINITY=spread: SO0:[TO T2 T4 Té6 T8 T10 T1l2 T14] S1:[T1 T3 T5 T7 T9 T1ll T13
T15]

DPCPP CPU CU AFFINITY=master: SO0:[TO Tl T2 T3 T4 T5 T6 T7] S1:[T8 T9 T10 T1l T12 T13 T14
T15]

export DPCPP CPU NUM CUS=8
DPCPP CPU PLACES=sockets, cores and threads have the same bindings:
DPCPP CPU CU AFFINITY=close close: S0:[TO0 - T1 - T2 - T3 -] S1:[T4 - T5 - T6 - T7 -]
DPCPP_CPU CU AFFINITY=close spread: S0:[TO0 - T2 - T4 - T6 -] S1:[T1l - T3 - T5 - T7 -]
DPCPP_CPU_CU_AFFINITY:close master: SO0:[TO T1 T2 T3 T4 T5 To T7] S1:[]

4.6.7.4. Pl2: 1FIN° N\NLIN—AL VT2V 5-55/0I—8F)

2VTVRT VOV RZEIC 4 DOYEBITHHD, ZNZENOYEITICIE 2 DOINAI/IN\=A LY RDHBE T %
BELFET,

. S<num> [F URXRTIEESND 8 DOOA7 A OVI Y RESERLET,

e T<num> [£, oneTBB DXLV RESERLET,

e von [IRFEHOITERMKLET,

export DPCPP CPU NUM CUS=8
DPCPP CPU PLACES=sockets, cores and threads have the same bindings:

DPCPP _CPU CU AFFINITY=close: SO0:[TO T1 T2 T3] S1:[T4 TS5 T6 T7]
DPCPP CPU CU AFFINITY=spread: S0:[T0 T2 T4 T6] S1:[T1 T3 T5 T7]
DPCPP_CPU CU AFFINITY=master: S0:[TO Tl T2 T3] S1:[T4 TS5 T6 T7]

export DPCPP CPU NUM CUS=4
DPCPP CPU PLACES=sockets, cores and threads have the same bindings:

DPCPP_CPU CU AFFINITY=close: S0s[TO = Tl = ] Slg [1T2 = T3 = ]
DPCPP CPU CU AFFINITY=spread: S0:[T0 - T2 - ] S1:[T1 - T3 - ]
DPCPP _CPU CU AFFINITY=master: S0: [TO T1 T2 T3] sl:[ - - - =]

4.7 GPU F|g

GPU &, 77VUT =23V et BENEBEOERZRFHIT 2AECRATET ORI BT /(1 XTT  B%  GPU
(FZHO/NRIEZRI T THBESN RKEBORIIL—TY BB LERT . FRTICIE CPU [CHELEDOE GPU ICEL
THONHDFET,
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¥: VAT LABHICRSINBTIYTIL® TOvH—ITNZ AMD* L0 NVIDIA* GPU £ —
T hERBISEEDHDET (Linux* DH),

e AFIL® oneAPl DPC++ 1/\A4Z—T AMD* GPU %{#£M I BICI%, Codeplay m\5
oneAPI| for AMD* GPU 7S04V AFLTAVA—)LLET,

e AFI)L® oneAPI DPC++ J2//\1Z—T NVIDIA* GPU Z{FHd BICI%, Codeplay Hh'5
oneAPI for NVIDIA* GPU 7504V AFLTAIVAR—=)LLET,

vk O—2oO0—RM CPU . GPU, EfzlE FPGA ICRBETHAINTHATIZES(E. TETE oneAP
D—o0—RICHT 3 CPU,GPU, BE FPGA DR S thE ) (#E8) #2RBLTIEEU,

471 GPUAZ70O—FOFIE

00 L% GPU ICATZO—-RIBE, T IAITLANILEODT VYA LNFBEEINEDT ., OpenCL* 51 AIC
DBEZZ2ATVavHABSNTVETSYCL* BEY OpenMP* AT7O—RTIE, &FT—VIEB(E SIMD L—IC
RYTEINET B TTIL—TFWAICETEINBDD—UIEETHEREIND SIMD RICHEISN B TTIL—TIF
GPU @ EU XLy RICRYyTanNFEd . O—HIL7—5%=REEIFHETIDV—VEEAECD—00)L—FIF &t
BI1Zvhk REU=—ZVT-QIILF 7OV —FIE X 37 - U TRASA AEDEIENET) TOERTICEINDHTS
NEI . KREIC, 7—VIBEDZ O—/\L ND-Range £AH' GPU £{KIC< v FanExd,

RPG 15 —Tx1AD GPU D=9 )—T

Work-item Sub-group Work-group Global ND Range

1 R

EU EU EU
EU

SIMD Execution GPU Core
Lane Unit

GPU ETOHRICDWLWTCIE T&FE oneAPl OV Ea—F4> - DJ—00—RICH TS CPU.GPU . BLD FPGA DA
SDE ) (EEE) #2BL TS,
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https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html
https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html
https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html
https://www.intel.com/content/www/us/en/developer/articles/technical/comparing-cpus-gpus-and-fpgas-for-oneapi.html

A4 FIL® oneAPl YO0 S =00 1R

AT Iris® Xe GPU 7 —FFTOFv—DHAIC DL TIE TGPU &b 1+ Ria 2R LTS,

4.7.1.1. GPU A70O—RMITDRE

1. setvars FElE oneapi-vars AU T FOETEET, ToneAPl RREDRE,EIVIVOINRTD
FlgEETLI = ERLET,

2. RIAN—ZAVIA+—=ILLT GPU Y RAF %=L, 1—H —% video JIL—ITEBMLET FHHICDU
TIETBAHT R 1ESRBLTIESL,
- AVTIL® oneAPI K=Y —)LFw RE A FTA R Linux* bz (3258) | Windows* ki (338)
- AVTILEHPC W —)LF W FEA AR Linux* i (2238) | Windows* Hi (2£58)

3. sycl-ls OXVRAEFALT YR—FINTL\D GPU ERBIERSA/I\—DNA VA —ILaNTLBIEE

BLETIXDOBITIE, OpenCL* BLOILNIILEORSA/IN—N1V A —)LanTL\di5E . GPU ICRE

[FBNESTVIAMALATEIC 2 DOIY R J—DNRRSNTULET,
CPU : OpenCL 2.1 (Build 0) [ 2020.11.12.0.14 160000 ]
GPU : OpenCL 3.0 NEO [ 21.33.20678 ]
GPU : 1.1[ 1.2.20939 ]

4, ROUYV TN I—REFBLT, O—RD GPU TEITSNTVWBRIEAERLFET . U FILO—RIE BHD
REGRI VAN Z—=IEL FERAERELET,

SYCL*

SYCL* Tl GPU TETTBeHDMBAHT AL I —NHESNTUVET . CMiE device selector EARY
SRX&EFAL gpu selector T GPU T N\AREBEIRTEETJREDHAIL LI —HERT D EHTEET,
SEMIC DL TIE, FData Parallel C++3Z £ Choosing Devices (7 /81 ZAMi&EIR) | (33E) #BBL TS,

SYCL* B> F)La—k:

O J o Ul w N

e

=
=

12.

13.
14.
15,

16.

17.
18.

i
O ¢ o o 0 e e e e

#include <CL/sycl.hpp>
#include <array>
#include <iostream>

using namespace sycl;

using namespace std;

constexpr size t array size = 10000;
int main () {

constexpr int value = 100000;
try{
//

/] TIAIROTINAREZL O —F &R/ TA—<VANBNT /A RERIRLET

default selector d selector;
queue g(d selector);

// usM ZEEALEEBAEU—EIDHT
int *sequential = malloc shared<int>(array size, q);
int *parallel = malloc shared<int>(array size, q);
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https://www.isus.jp/products/oneapi/oneapi-gpu-optimization-guide-released/
https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-intel-oneapi-base-linux/top.html
https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-intel-oneapi-base-windows/top.html
https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-intel-oneapi-hpc-linux/top.html
https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-intel-oneapi-hpc-windows/top.html
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
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19. // =TT %)L iota

20. for (size t i = 0; i < array size; i++) sequential[i] = value + 1i;
21.

22. // SYCL* D5l iota

23. auto e = g.parallel for(range{array size}, [=](auto i) { parallel[i] = value + 1i; });
24. e.wait();

25. // 2 DOFERNELHMGEE

26. for (size t i = 0; i < array size; i++) {

27. if (parallel[i] != sequentialli]) {

28. cout << "Failed on device.\n";

29. return -1;

30. }

31. }

32. free (sequential, q);

33. free(parallel, q);

34. }catch (std::exception const &e) {

35. cout << "An exception is caught while computing on device.\n";
36. terminate () ;

37. }

38. cout << "Successfully completed on device.\n";

39. return 0;

40. }

ROOARYRTHY Y )ILO—REIVI/IAILLET,

$ icpx -fsycl simple-iota-dp.cpp -o simple-iota

FRLIE/N\AFU—%EITLET,

$ ./simple-iota
Running on device: Intel® UHD Graphics 630 [0x3e92]
Successfully completed on device.

OpenMP*

OpenMP* DY > F)Ld—R:

1. #include <stdlib.h>

2. #include <omp.h>

3. #include <iostream>

4. constexpr size t array size = 10000;

5.

6. f#pragma omp requires unified shared memory

7. int main () {

8. constexpr int value = 100000;

9. [/ FTIAIROI—TYRTNAREBELET

10. int devicelId = (omp get num devices() > 0) ? omp get default device ()
omp get initial device();

11. int *sequential = (int *)omp target alloc host (array size, deviceld);

12. int *parallel = (int *)omp target alloc(array size, deviceld);

13.

14. for (size t i = 0; i < array size; i++)

15. sequential[i] = value + 1i;

16.

17. #pragma omp target parallel for

18. for (size t i = 0; i < array size; i++)
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19. parallel[i] = value + 1i;

20.

21. for (size t i = 0; i < array size; i++) {
22. if (parallel[i] != sequentialli]) {

23. std::cout << "Failed on device.\n";
24 . return -1;

25. }

26. }

27.

28. omp target free(sequential, deviceld);
29. omp target free(parallel, deviceId);

30.

31. std::cout << "Successfully completed on device.\n";
32. return O;

33. }

ROOARYRTH Y )ILO—REIVI/IAILLET,

$ icpx -fsyclsimple-iota-omp.cpp -fiopenmp -fopenmp-targets=spir64 -o simple-iota

FRLIE/N\AFU—%EITLET,

$ ./simple-iota
Successfully completed on device.

F: ATJO-—REENEEL. 7O0ESL -5 MR8 E OMP TARGET OFFLOAD=
mandatory RIBEZHHNIEESNIELRD A—RIVIFRERORA D> /(A)L (OpenCL* S
FALEL) ICTA—ILINYILET,

4.7.1.2. GPUAO—FZA7ZO-—F

EDOGPU/N\N—RIT 7T EQOI—RBEFHAATO—RIDINRETBICIEX TGPU &@LD—0 70— 14 K, (EE)
ESRLTIZEL,

AT7O0—RITB3I—REIEERETBICIE 77 )L° Advisor DA 7 O—ROET I (HEE) i\ BIIB5ET,
4.7.1.2.1. GPU O—ROFN\v5
PLTFOUZRCIZ AT7O—RENB3O—ROEARNGZT/\wIDE>Y ROV RSN TULET,

CPU FEIFRANS=TvraFovd FeldTV5A L% OpenCL* ICYIDEXTI—RHANELWEZHE
ALET,

e printf ZFRLT 7TV —230%FT/)\WILET.SYCL* & OpenMP* AT O—RTIF EBEHHN—F
JLO—RT printf MY R—FEINET,

o REZHERELGHEROIBHRZIMELET.
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https://www.intel.com/content/www/us/en/developer/tools/oneapi/gpu-optimization-workflow.html%23gs.fuzf1w
https://www.intel.com/content/www/us/en/develop/documentation/advisor-user-guide/top/model-offloading-to-a-gpu.html
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SYCL TIFORDT Ny TIRIBZE MR TEER T INTORBEIC DUV TIEGItHub* (315F) #2RL Tl
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GitHub* MEIASRLTLIESU),

SYCL PI TRACE
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1. DPC++ SUAALTSTAVOERRL—X
OJ%=HADLET,

2: DPC++ SUHALTSTAOITRTDH AP
FL—XEEAHOLFET,

-1: 2 OINTEBIMOT NI ESREHE D LE
a—o

ZE_DEBUG

EEDETCERSNLEHR (B

COBIEZHIL DPC++ SV LADERSINE
BZLAILEO /NI IV RMNGOT/ W H A
EBRICLET U SHRESINET,

. L)L 0O AP OFEOHEL
. LAILEOrRY ~ER

OpenMP* TlF RDT /I\WIRIBZEHH R INE T MATERITNTORBEKICDLTIE, TLLVM/OpenMP*
FraXTk) () 2Rl TIEa0,

OpenMP* FN\v I CHESNIRIEZH

RIRZEH

f&

SR

LIBOMPTARGET DEVICETYPE

cpu | gpu

TINAR7BRLET,

LIBOMPTARGET DEBUG

1

HilgT N\ I EREHILET,

LIBOMPTARGET INFO

LLVM/OpenMP* MR X ~TH)
FAP] BE7ME (553E)

A—H—DTEIFGIITDST VI LIE
A libomptarget NBEETEDLD
[CL&ET,

/1 (AOT) OAV/INAMILEFERL T IV AR VAL JIT) 37/ ILE AOT 2V /IN1ILICETLET .

4.7.1.2.2. CL_OUT OF RESOURCES IT5—

CL _OUT OF RESOURCES LT —IF IZal—9—MNFTAIIFTHR—-—FTSD private XEU—HLLIF
__local XEU—EKDHBEZLDAEY—ZEN—RILIMEATDERETIIREENHDET,
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https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md
https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md#sycl_device_filter
https://openmp.llvm.org/design/Runtimes.html
https://openmp.llvm.org/design/Runtimes.html
https://openmp.llvm.org/design/Runtimes.html
https://openmp.llvm.org/design/Runtimes.html
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COIS—HRETIE RDESIBEXYE—INRRSNKT,

$ ./myapp
Problem size: ¢ (150,600) = a(150,300) * b(300,600)

terminate called after throwing an instance of 'cl::sycl::runtime error'
what () : Native API failed. Native API returns: -5 (CL OUT OF RESOURCES) -5

(CL_OUT OF RESOURCES)
Aborted (core dumped)
$

Fzld, onetrace ZFEAITBIBEIFZ IADEIEX VI MR REINET,

$ onetrace -c ./myapp
>>>> [6254070891] zeKernelSuggestGroupSize: hKernel = 0x263b7a0 globalSizeX = 163850
globalSizeY = 1 globalSizeZ = 1 groupSizeX = 0x7fff94e239f0 groupSizeY = 0x7fff94e239f4
groupSizeZ = 0x7£££f94e239£8
<<<< [6254082074] zeKernelSuggestGroupSize [922 ns] ->
ZE_RESULT ERROR OUT OF DEVICE MEMORY (0x1879048195)
terminate called after throwing an instance of 'cl::sycl::runtime error'
what () : Native API failed. Native API returns: -5 (CL OUT OF RESOURCES)
-5 (CL_OUT OF RESOURCES)
Aborted (core dumped)
$

HEO-DIILAEY—-ICOE—NEXEY—BL/N\—RDI 7 OHREZ#RTBICIF, T/\vITF—ZRELFT,

export PrintDebugMessages=1
export NEOReadDebugKeys=1

NICED BAIFIOESITHEDET,

$ ./myapp

Size of SLM (656384) larger than available (131072)

terminate called after throwing an instance of 'cl::sycl::runtime error'
what () : Native API failed. Native API returns: -5 (CL OUT OF RESOURCES) -5

(CL_OUT_OF RESOURCES)

Aborted (core dumped)

$

FEzlE, onetrace A FEATIIEEIT IRDOLEDICHENET,

$ onetrace -c ./myapp

>>>> [317651739] zeKernelSuggestGroupSize: hKernel = 0x2175ae0 globalSizeX = 163850
globalSizeY = 1 globalSizeZ = 1 groupSizeX = 0x7f£fd9caf0950 groupSizeY = 0x7f£d9caf0954
groupSizeZ = 0x7f£d9caf0958
Size of SLM (656384) larger than available (131072)
<<<< [317672417] zeKernelSuggestGroupSize [10325 ns] ->
ZE_RESULT ERROR OUT OF DEVICE MEMORY (0x1879048195)
terminate called after throwing an instance of 'cl::sycl::runtime error'
what () : Native API failed. Native API returns: -5 (CL OUT OF RESOURCES) -5
(CL_OUT_OF RESOURCES)
Aborted (core dumped)
$
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4.7.1.3. GPU J—RORE(t

A70—RI—RESBILITBICIFVWKDODEENHDET I AOXRICIE &ZBE(LDOE Y RSN TULVET , SFAIC
DL TIE, FoneAPI GPU &iE b 71 RSB LTS,
o TRRAREFI/INARABOAXT—EIEOA—/\ =AY REHIELET,

o O7ECEYNREICHRL. T —YHREOA—/\—AYFOIR+EERFTDCOHTRBREDT—IEETL
F9,

*  GPUFvyvra #HBEO0-NILXAEU—RE GPU XEU—REZEAL T XEU-T7IoRXzaRbLET,

o JIT OVIRAILORHDIZ AOT OVINAIL (ATSA4>aV)\AIL) #ERLET S/ \(ILTlE, I—R
EEEED GPU 7—FFOFv—AS—T VI TEFEITFMICDOVTIE TGPU [IFm=R] (AOT) I/
L EBRBLTES 0,

e 7 )L® GPU Occupancy Calculator (358) Z R T 2L FHEDN—RILBLODT—=0T)L—TF D)5 X—
H—|CTT BTV TIL® GPU DEBXRZETETETFET,

F70—RN\Txa—<V2RO&E  CBMOEREEENRHEINTLET,

4.7.2 GPU <YV RoH

ROBIE, Linux* T N\ARO—FEERALTENS 1T SU—2ERL ERT 8 EZRLET,

FEEFNSATSU—EDUVIFTIR—FeNTLEB A,

TIARADA—FEFERLTT 7Y ATI O EERLET,

| $ dicpx -fsycl -c static lib.cpp

arV—IILEFRLT BN T 7Y~ S TS )—ZERLET,

| $ ar cr libstlib.a static_lib.o

7TV —23vnYV =RV IAIILLET,

I $ icpx -fsycl -c a.cpp

BNZSATSU—T7TUT -3V UV OLET,

I $ icpx -fsycl -foffload-static-lib=libstlib.a a.o -o a.exe
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https://oneapi-src.github.io/oneAPI-samples/Tools/GPU-Occupancy-Calculator/
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4.7.3 GPU 7—FFUFv—[IFNOFER (AOT) a1
ROV RIFFED GPU H—5w REIFIC app.out ZEKLET,

DPC++:

$ icpx -fsycl-targets=spir64 gen -Xs "-device <device name>" a.cpp b.cpp -o app.out

OpenMP* A7 0O—F:

$ icpx -fiopenmp -fopenmp-targets=spir64 gen -Xopenmp-target-backend "-device <device name>"
a.cpp b.cpp -o app.out

FINARABICHBATEREO—EIL . T1>F)L° oneAPI DPC++/C++ OV /)\A S —-FROV/\— HARELOI T 7
L >Ry (HEE)DNBAFCTETET,
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T—=FFTOFv— (ISA) TINARENFERD ERDT7 IEI L —5— T A REIFEBSHEBIELO L — A THIKSD
BNEI,

CPU,GPU, Efzld FPGA @IFIC SYCL* O—FZIOV/\AILTESEI N FPGA BFERDOIV/\AILFEIE, CPU
GPU FEICEIF 2V /I AILFIRE FZDERIGDET,

FPGA FBOEFMICDWLTIE T 7 )L® oneAPI FPGA /\> R T w2 (E8) #2IRLTLIZS L\,

B>k GitHub* @ FPGA [E1F oneAPI > 7)1 (&EE) ZHERBL T . FPGA /{1 XD SYCL* 7
OJ0S =V 0% FEBTEFRT,

FPGA 7O 5= T m5#MIE, https://link.springer.com/chapter/10.1007/978-1-4842-
5574-2 17 (3258) "B AFTEBData Parallel C++1ZEENSHFERENTEFT,

4.8.1 FPGA @IFOIVNTIDSF*THDIEH

FPGA 2L\ <DH\DET CPU ¥ GPU &(FEFENFET,CPU ¥ GPU B LIEASRERL L FPGA /\— RO 7EH
AOTINA A\ AT =R BIRIETT . CNUFIFEAEDIZE GTEENETRENDN\DNIETI FPGA O
NIRRT I BETHIRFE NN DDILBBEDEIETT . ZDIéH, FPGA BFBIFICER (AT F1V) A—FRI)L- OV
ITILE—ROFHFNYR—ESNETFPGA /\— ROz 7OIV /A IVICIFRERND DB, I v A AV 1
(AVZA42) AV IAIVIFERBNTIEHDEE A,
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https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compilation/ahead-of-time-compilation.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compilation/ahead-of-time-compilation.html
https://www.intel.com/content/www/us/en/docs/oneapi-fpga-add-on/developer-guide/current/intel-oneapi-fpga-handbook.html
https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming/C%2B%2BSYCL_FPGA
https://link.springer.com/chapter/10.1007/978-1-4842-5574-2_17
https://link.springer.com/chapter/10.1007/978-1-4842-5574-2_17
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FPGA FIBOFHAICDWTIE 7T IL® FPGA [@1F1>F)L® DPC++/C++ OV )\AT5— )\ R T WD (HE:E) #28R
LTLIlEEny,

4.8.2 SYCL* FPGA OV /\1ILOOFER!

SYCL* 705 L —49—2MBETR—ELET . 7T IL® oneAPl DPC++/C++ IV /\1Z—D FPGA HR—k
INVT —T(E AT IL® oneAPl DPC++/C++ OV /\1S—ICFPGA J—ROBFAZIET D26, FPGA BEBEDY
MN—brERHLET . CORFIXVETIE AT IL® oneAPl R—=X Y —)LFY Y R— B39 B3FEIEH
FPGA OV/\1ILFIBICDWTERRBLET,

FPGA OV /I\1ILOEBENEL YR V/ICDULTIE, GitHub @ FPGA O/ N1 ILY > )L (325E) RSB L TR,

PLTORICFPGA OV /1ILOEKNERLET,

FPGA OV I\1IILOOiER
FNARARX=T 51T dVINTIVESERE FHER
FPGAI=alL—%— BF FPGA F/\A/RXO—RIx CPU mIFICOaV/INTILENET,
OpenCL* V7 oz 7@EIFAVFIL® FPGA T=Zal—v3>-
SYbTA—LEFERLT SYCL* O—RHAMELHRETZ A
LET,
FPGA RiE{tL K—k B FPGA F/\1RO—RIZEHMIC/N—RDz7EIFICOV/AIL

SNFET . IVIAMT—IE FPGA TERSINDEEE/\TA—T
VAORRILRYOEFEL VY — R BREHIL CRELL
MR—brZEERLET . IV/AILT FPGA T/INART77=U—FTfz
FERBEEREI—TYRITRIEE. CORAT—ITI—RAD
P OVR—XR2V RO RTL Z7MILBIERSNET . ZDE,
A >7)L® Quartus® Prime BFY 7oz 7&FERLTIP OV
=R+ ESBICKEFRETICHETEET,

FPGA Y =alL—%— B FPGA F/\MRO—RIZ CPU [COV /A ILENET ., Questar-
<> )L® FPGA Edition Software ®¥=al —45—%FEHLT.
O—REFN\VILET,

FPGA \—RII7 - A A=Y RS H—T WD FPGA TSV hTA—ATEITTSD FPGA EwkX
RU—LAZERLET . TIV/INTILT FPGA TINART7=U—%F
RIFERESEI—TVRICTBIEE. CORAT—YTCI—RA
D P OAVR—RV RO RTL 771 BIERESNET . Z0DE,
1>7F)L® Quartus® Prime BERY 7Dz 7AFERLT P OV
IR—RV b ESBICKEGRETITRETEET,

—MRAR FPGA R D —070—Cld, T=al—Y 3V &BIELR—h B8R0V =L —Y 3V - A7 —I %R0k
LT ZNZENDRT—ID\oBebeNd T — RN\ IERMLTI—RFERRLET . AREGRNIT=ZaL -3
& FPGA &L LIN—h&/ER T ez lELRT,
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https://www.intel.com/content/www/us/en/docs/oneapi-fpga-add-on/developer-guide/current/intel-oneapi-fpga-handbook.html
https://github.com/oneapi-src/oneAPI-samples/tree/master/DirectProgramming/C++SYCL_FPGA/Tutorials/GettingStarted/fpga_compile
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87


https://software.intel.com/content/www/us/en/develop/articles/installation-guide-for-intel-oneapi-toolkits1.html%23install_fpgapackage
https://www.intel.com/content/www/us/en/developer/tools/oneapi/fpga.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/fpga.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-fpga-optimization-guide/top/flags-attr-prag-ext/kernel-controls/pipes-extension.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-fpga-optimization-guide/top/flags-attr-prag-ext/kernel-variables.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-fpga-optimization-guide/top/flags-attr-prag-ext/kernel-variables.html
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https://www.youtube.com/watch?v=zm-RA6BsYmc
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-fpga-optimization-guide/top/analyze-your-design/analyze-the-fpga-early-image/review-the-report-html-file.html
https://www.intel.co.jp/content/www/jp/ja/programmable/products/design-software/fpga-design/quartus-prime/user-guides.html
https://www.intel.co.jp/content/www/jp/ja/programmable/products/design-software/fpga-design/quartus-prime/user-guides.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-fpga-optimization-guide/top/analyze-your-design.html
https://www.intel.com/content/www/us/en/docs/oneapi-fpga-add-on/developer-guide/2024-0/analyze-the-fpga-image.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-fpga-optimization-guide/top/analyze-your-design/analyze-the-fpga-image/intel-fpga-dynamic-profiler-for-dpc.html
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-fpga-optimization-guide/top/analyze-your-design/analyze-the-fpga-image/intel-fpga-dynamic-profiler-for-dpc.html
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https://www.intel.com/content/www/us/en/docs/oneapi-fpga-add-on/developer-guide/2024-2/evaluate-your-kernel-through-simulation.html
https://www.intel.com/content/www/us/en/docs/oneapi-fpga-add-on/developer-guide/2024-2/evaluate-your-kernel-through-simulation.html
https://www.intel.com/content/www/us/en/develop/documentation/installation-guide-for-intel-oneapi-toolkits-linux/top/installation/set-up-a-system-for-fpga-with-the-intel-pac/install-quartus.html
https://www.intel.com/content/www/us/en/developer/articles/system-requirements/intel-oneapi-dpcpp-system-requirements.html
https://www.intel.com/content/www/us/en/develop/documentation/installation-guide-for-intel-oneapi-toolkits-linux/top/installation/set-up-a-system-for-fpga-with-the-intel-pac.html
https://www.intel.com/content/www/us/en/develop/documentation/installation-guide-for-intel-oneapi-toolkits-linux/top/installation/set-up-a-system-for-fpga-with-the-intel-pac.html
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BREENZNDSATSU—DFMIE, S TS V—DRFaXY FESRLTZS N,

1457 IL® oneAPlI V—ILFY D51 TSU—

SL4TS5U— fERE

A7 )L® oneAPI DPC++ 5173 U— (1 FI)L® ININTA=VAOUHNT7 TV T —2/a>TERLET,
oneDPL)

AT IL® oneAPI R A-—RIL- T4 TS U— (1 VF)L° | BEICERBESLIOIINtINEEZIL —F 27 UTr—/3
oneMKL) VTHBTEET,

1T IL® oneAPl AL YT« -E)LTa>T-TJOvs | <JLFIF7 CPU TOAFIL® TBB R—IXDiliFILIEE: 71
(1>5)L° oneTBB) T—237TOSYCL* /1 ARSI NIEHBHEHEFT,
1> F)L® oneAPI F—% -7 FUF 4 DRSS TS5 — EvIF -5 7 U —a v ENEETEEERILLED,

(1>7)L° oneDAL)
AVFIL®oneAPI LT« D=2 0—3>7-54 | T4—TF5—_00RIUS—Z000—0 00— RENRIET

75— (17 )L° oneCCL) 7T -3V TERLET,
AT oneAPl T4 —F Za—F)L- Ry D=4 | AV FI)® T—FFOFvy—R=22070v I —-BLV
75U~ (127 )L° oneDNN) A1V TOoevtd— 03 7qvORAIFICRELSNE,

Za—SIIRYED—=0BERI DT -T2 T 7T
T—avTERLED,

7E: oneAPlI B )L O—ROR2GU X ML, GitHub* (2853 oneAPl B )L~ 0T (33E)
EBRBLTLESV . INBOY Y 7 )LIE CPU.GPU FPGA Y —T vV ke LERILFT7—FF2
Fv—T7TIUT =3 VOBRR A TO—R BEESIETDEDICIERINTULET,

5.1 17 J)L° oneAPI DPC++ 5175 U— (15 )L° oneDPL)

1>5)L® oneAPI DPC++ 5475 J— (15 )L® oneDPL) I&, -1>/F)L® oneAPI DPC++/C++ O /A S — & B
LTEEMHOS APl ZRHLET . CNBD APl ZFERLT N\ TA—T YRGS 7 U —>/3 > BIFIC, 7
INARARIRT SYCL* 7O0 S =T 0OBNER/NRICMZ D ZENTETET,

> 7 )L® oneDPL [FXRDIVIR—R2 TS NET,

. Parallel STL
- Parallel STL OfERFE
- oo
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https://oneapi-src.github.io/oneAPI-samples/

A4 FIL® oneAPl YO0 S =00 1R

o TATIU—OZREBHEOENTY ~ (CORF2 XY TIEHRR APl EHEUETD),
- WHIFILTUX L
- AFTL—5—
- BEATYIONDOSR
- EEANR—RD API
o TANEHOIEEE C++ AP
e EEIYIxL—5—

5.1.1 15 J)L° oneDPL S175U—D{ELA
15 IL° oneDPL ZERTBICIE. 7 FIL° oneAPl A—Z-Y—JLFw &Y A —ILLET,

Patallel STL & APl HisRZEFERITBICIF DBIGAVT =T 7). %Y —XAI—RTAVIIL—RLET . INTD
127 IL® oneDPL AW —=T71)LIF oneapi/dpl TALORI—=ICHDET ZNBEAVTIL—RTBICIE,
#include <oneapi/dpl/ > HFERALET.AMFTIL® oneDPL ICIF, KEH DI T REEHTT I DRAIER™
oneapi::dpl MHNET,

FRAREHDO C++ 18 AP| ZFEATRICIE TIHTD C++ AVS—T 71 )LE1VT)L—RL, std BEIERA{ER
IRIUNENHNET,

5.1.2 A4FJ)L®°oneDPL YV F)LO—RK

1>7J)L® oneDPL MY 7)LO—RI&, https://github.com/oneapi-src/oneAPI-samples/tree/master/Libraries/
oneDPL (3E:E) OAFTEFIT . ZNZNOY YV FILICIE EILRFIENZHAAS N Readme NEENTULET,
ENZENOY Y TILICIF EILRFIEN RSN/ Readme MEENTLET,

5.2 1257I)° oneAPl ¥R H—RIL*514TSU— (oneMKL)

1> FIL® oneAPl YA A—FIL-S14TS5U— (1FIL® oneMKL) 1. BABRD/INTA— /RN BEETEB7 T
Tg—avElFIicEBbESN AERICHI SN —F VOB EAES 1 TSU—TI .17 I)L® oneMKL [CIE,
C/Fortran 7OV SZVIEBAV/I—Tx1A%ER e CPU Z—FFOFv—@BITDO1FTIL® MKL D/\1/X
TA—RVABRBEBENEENTHED &E CPU 7—FF0Fv—AVFI® IZT74vOR-F70./03—T/\
TA—RVAEBHD SYCL 1 /=T A ADBIMSNTULVET 17 )L° oneMKL £, BLAS HEU LAPACK #%
EREBIL—F > &R T7—UIT L AN VBFEH ELBEMBR, 20totgEr Rt Ezs

OpenMP* A7 O0—RZFALT, A7 IL° GPU TIZED1 7 )L° oneMKL 1B EZET TETEITFHEICDOLTIE,

'C A5 —=TxAAMD OpenMP* AT70O—R, (8E8) HKLWFortran 15 —J 1AM OpenMP* A 70— (&
B ZSRL TS,
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https://www.xlsoft.com/jp/products/intel/oneapi/index.html
https://github.com/oneapi-src/oneAPI-samples/tree/master/Libraries/%0boneDPL
https://github.com/oneapi-src/oneAPI-samples/tree/master/Libraries/%0boneDPL
https://www.intel.com/content/www/us/en/develop/documentation/onemkl-developer-reference-c/top/openmp-offload/openmp-offload-for-onemkl.html
https://www.intel.com/content/www/us/en/develop/documentation/onemkl-developer-reference-fortran/top/openmp-offload/openmp-offload-for-onemkl.html

A4 FIL® oneAPl YO0 S =20 1R

CPU & GPU 7—x*FUFv—mIFICHRBILSNIZFH LU SYCLY 1 A —T 21 RICIE RO EDGETE#EENBINS
NTuLEYd,

o BLAS & LAPACK BB —F

e ZJV{—RBLAS R/\—ISHFARBUL—F

o ELBIAERIZE (RNG)

o RIUNLOHEBEERICEBLINERT NLEE (VM) )L—F

o BEERT—UIZHE(FFT)

HEE—B REa XV BV A)ILO—R 00— RIZDWTIE 7 YTIL® oneMKL o794 ~ESRLTLE
W\ TIL® oneMKL &4 T )L® oneAPl R—Z-Y—)LFv +O—EfE LTHIATRIEE BEA T3 el T
BAEUR—F (&E) #2HBECEEFT A VFI/ILOI=Za=FT1— BR—RIDWTIE AV TIL® oneMKL T7A—5 A

(®EE) #8BL KISV AZ 2 71— DY R—r9B2A—TFV =X /N\=T3/ICDUL\TIE, oneMKL GitHub*
(HEE) DR—IUHSRL TS,

IROERIC oneMKL Y1 ~DEULWAERLET,

oneMKL 0 oneAP| 111k (ZE8) INTA=TVAICBNEHES AT SU—FEERO DPC++ 1 /5—T11R
#EFZELFET oneMKL 11#kI%, oneMKL EXELDBIEEICEFHINET,

oneMKL A5 —J 1A R-7OJ 1 (HEE) oneMKL IO A =TV —XERKTT, 20O 7 &, oneMKL 1t
KX ELSNE DPC++ A/ —T 1 REHBPIHES A TSU—IC
EEL BTV /N\—RIT 7 TOEFEEIITD_EABIEELT
WET, CCTRHSNBEE (L, £LERETIFEVLAEEEN G D, BFEAED
[T CRBGMAZRERBREI DI EBEBELTCVWET EHDO/N—RDTT:
H=TYEWIENOHES A TS —ICYR— &R B, J=a2Z
TA—ICZOT OV I RNOEMAERORNTTLED,

15 )L® oneMKL 70O =4 + (EEE) oneMKL TR0V FILEREE DPC++ 1 I —TJ 1 A%&FER) L
BISOMEERIRM TS C & Fortran 15 —TJ 1 X &, 17 IL® oneAPI
R=Z2-Y=)LFVO—EELTRHSNET . 1T I CPU HEDY
1VFIL® GPU N\—ROxz7BIFICEEICHEBLSNTLET,

5.2.1 15 )L° oneMKL OfELVA

SYCL* 1V —T 1A R%ZERTBIER  ERINSCENHBDFRT,

o AF)L® oneMKL IE 1T IL® oneAPl DPC++/C++ OV /15— L1 F)L°® oneDPL ICkELTL)
FI. 7 TUT—3 VI AT IL® oneAPI DPC++/C++ OV /1S —TEJLRESN SYCL* Avw5 —%FH
LTHED DPC++ UV A—%FERALTA VT IL® oneMKL EU VTSN TV BRENRHNET,

s AVFIL® oneMKL @ SYCL* AV =T A RIFANT =5 (RTRILATIVRE) [T /\A ADT7 D2 ZNA]
BB HBEXEY— (USM) K1V 5 —ZEBLET,
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https://www.xlsoft.com/jp/products/intel/perflib/mkl/index.html
https://www.xlsoft.com/jp/products/intel/oneapi/index.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/commercial-base.html
https://community.intel.com/t5/Intel-oneAPI-Math-Kernel-Library/bd-p/oneapi-math-kernel-library
https://github.com/oneapi-src/oneMKL
https://spec.oneapi.com/versions/latest/index.html
https://github.com/oneapi-src/oneMKL
https://www.intel.com/content/www/us/en/develop/tools/oneapi/components/onemkl.html

A4 FIL® oneAPl YO0 S =00 1R

e AYF)L® oneMKL O—EBD SYCL* AV —T A RIF AANT—FEITFTOT/INAZANDT Dz AW B e
USM IRA 5 —MIFMNIC sycl: :buffer ATz OT7IOABYR—FLTULWET,

o AVFIL® oneMKL @ SYCL* A5 —=T A RIFFEVNIR I A TICEDVWTA—/\—O— RSNET 4%
SA4T7S5U—547 std::complex<float>,std::complex<double> %Z{FERT D BEIEEEHIH
(float), fBRBEREHEIE (double), FIBEEHKEIH (half) BROERGDIBEDERHEIHEZ T AN
AT5I8E API i'epDFET,

o AVFIL®oneMKL D 2 LNJLOZBRIZBEEN SYCL* 1 V5 —T 1A XICEMNMEINET,

15 I)L® oneMKL @ 2 LNILDE Fi 22/

ZEEl Bkl

oneapi::mkl A7 IL° oneMKL DBIER XA VO BEENSENET,

oneapi::mkl::blas BRI B)L-RO BV ATH-RO I BEMTH-THOEL NILRIENEENF T,
oneapi::mkl::lapack TR RCEEEYILN—REBLANIILOBRTIEENEENET,
oneapi::mkl::rng BRRERREEHOIBENBIEENET,

oneapi::mkl::stats BREESIOMEBEDS R TT -9ty FOERNGHET FAMENE ENET,
oneapi::mkl::vm RIORIBZIIN—F UDNEENFT,

oneapi::mkl::dft SET—U I TImBENEENET,

oneapi::mkl::sparse ZI—RTFHINT )L EE RI—A=BYILIN—REDR I — T EBENSENET,

5.2.2 A4VFI)IL°oneMKL Y F)LO—R

SYCL* 175 —=TxAREAVT)L® oneMKL O—HED—070—% R eh RDOY > F)LI—RIF GPU F/\
T ATERBEDITI-TIIREZITVET,

i OROD—RBITIE ATHROIXY FTRESNDLDIC, AV /\AILEXRTITEMOI— N BE
TY,

1. // &F sycrr AwS—

2. #include <CL/sycl.hpp>

3. // STL U35X

4. 4#include <exception>

5. #include <iostream>

6. // oneMKL (D SYCL*/DPC++ API DES

7. #include "oneapi/mkl.hpp"

8. int main(int argc, char *argv[]) {

9. //

10. // A=Y —[F m n k 1da 1dB,1dC DFREE AB.C THDT—H%ETE
11. //

12. // AB.BEDY C [fdata() & size() XV/\—FEHEST std::vector FED
13. // DVFTFITKHEMLEYS

14. //

15.

16. // GPU T/I\AREMERL

17. sycl::device my device;
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A4 FIL® oneAPl YO0 S =20 1R

18.
19.
20.
21.
22.

23.
24.

25.
26.
27.
28.
29.
30.
31.
32
33.
34.
35.
36.
37.
38.
39,
40.

41.
42.

43.
44 .
45.
46.

47.

48.
49.
50.
51.

52.
53,
54.
59
56
57 o
58
59,
60.
61.

62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
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std:

try {

my device = sycl::device(sycl::gpu selector());
}
catch (...) {

std::cout << "Warning: GPU device not found! Using default device instead." <<
cendl;
}
/) FaA—ICTEIVFIBIFEEOIN/NY RS —%FR

// DBETIEHDERAD VAT AN BYICER SN TLRWIESICSR TS EARERIZHENET

auto my exception handler = [] (sycl::exception list exceptions) {
for (std::exception ptr consté& e : exceptions) {
try {

std::rethrow exception(e);
}
catch (sycl::exception consté& e) {
std::cout << "Caught asynchronous SYCL exception:\n"
<< e.what () << std::endl;
}
catch (std::exception consté& e) {
std::cout << "Caught asynchronous STL exception:\n"
<< e.what () << std::endl;

}i
/] BNV RS —DT7HYFENE gpu TINAATETFa1—%(ER
sycl::queue my queue (my device, my exception handler);
/) FINARERAREOA 7O0—REIFICTHIFT—9D sycLx /\wIr»—%={ER
sycl::buffer<double, 1> A buffer(A.data(), A.size());

(

sycl::buffer<double, 1> B buffer (B.data(), B.size());
sycl::buffer<double, 1> C buffer(C.data(), C.size());

// add oneapi::mkl::blas::gemm ZE{TFa—ITBIMNL, BEAGINEFvvF

exceptions

try {
using oneapi::mkl::blas::gemm;
using oneapi::mkl::transpose;
gemm (my queue, transpose::nontrans, transpose::nontrans, m, n, k, alpha,

A buffer, 1dA, B buffer,

1dB, beta, C buffer, 1dC);
}
catch (sycl::exception const& e) {
std::cout << "\t\tCaught synchronous SYCL exception during GEMM:\n"
<< e.what () << std::endl;
}
catch (std::exception consté& e) {
std::cout << "\t\tCaught synchronous STL exception during GEMM:\n"
<< e.what () << std::endl;
}
// FAT9 BRI, FvyFSNIIEREABIIN =R
my queue.wait and throw();
//
/] BAIBOER
//
// c NNy IT7—NbBT—9%7IEAL.c [T50O—8%HD

auto C accessor = C buffer.template get access<sycl::access::mode::read>();

std::cout << "\t" << C << " = [ " << C_accessor[0] << ", "
<< C_accessor[l] << ", ... ]J\n";

std::cout << "\t [ " << C_ accessor[l * 1dC + 0] << ", "
<< C accessor[l * 1dC + 1] << ", ... 1\n";

std::cout << "\t [ "™ << ", .. ]\n";




A4 FIL® oneAPl YO0 S =00 1R

74. std::cout << std::endl;
75.

76. return 0;

77. }

((EHEEME) 175 2 (P14 m * k). B (U1 X k * n).c (H1X m * n) [ KA VOES (X7t 1dA, 1dB,
1dC) ICHBINSNBDERBELET  ANS— ((BFEE) alpha & beta Z#IEEL (TH-1T7I]E (mkl: :blas: : gemm) Z&T
HLFET,

C = alpha * A * B + beta * C

ZHE SYCLX AWA —ETTRD mkl: :blas: :gemm APl EEZET 17 /L° oneMKL SYCL*/DPC++ EBEAYS —
A —FRLET,

// 1BHE sycn, AW —
#include <CL/sycl.hpp>
// STL UZX

#include <exception>
#include <iostream>

// AYFI)L® oneAPI YR N—FXR)LZATFU—D SYCL/SYCL ++API DE
#include "oneapi/mkl.hpp"

Il

RICBEOELDITRARY Y VT T —9%20—RERIFA VRVl GPU F/\1 2%1ERL L CIERERHIF+
INY RS —%E L. &BEICHN NV RS —CT /A AF 1 —AEHLET  HRRARTHRET DL AZE C++ H4
ANZALTHFYYFCEFIT R T/I\ARATHRETDHNNIFERBLS - LTRGSN BNV ICRES
N, A——EHZOHN/\V RS —ICEoTUIBINET,

// GPU F/\A REMER
sycl::device my device;
try {
my device = sycl::device(sycl::gpu selector());
}
catch (...) {
std::cout << "Warning: GPU device not found! Using default device instead."<< std::endl;

}
// FaA—ITTEYFIDIIEEABIINNY RS —E1ER
// BATEHOERRAD VAT LADBYICER SN TV RWESICSRTE B ARERI R HeNET

auto my exception handler = [] (sycl::exception list exceptions) {
for (std::exception ptr const& e : exceptions) {
try {

std::rethrow exception(e);
}
catch (sycl::exception consté& e) {
std::cout << "Caught asynchronous SYCL exception:\n"
<< e.what () << std::endl;
}
catch (std::exception consté& e) {
std::cout << "Caught asynchronous STL exception:\n"
<< e.what () << std::endl;

}i
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A4 FIL® oneAPl YO0 S =20 1R

NTATHF—5H SYCL* N\ I 7—ICO—RESN =TV EOTF/N\ARACATO—RL T RTEICRARCRY
CENTEET  HEIC . mkl::blas: :gemm APl MIRTO/N\Y T 7— HA X BLOEBIRIFCHFOHESIN, 175!
FEH—RIET—HEI—TVRICF1—ITEBMLET,

/] BNV RS —NTHYFENe gpu T/INAATEITF1—%E1ER
sycl::queue my queue (my device, my exception handler);
/) TINARERAREOATZO—REIFICITHT 5D sycL /\wIT7—%{ER
sycl::buffer<double, 1> A buffer(A.data(), A.size());
sycl::buffer<double, 1> B buffer(B.data(), B.size());
sycl::buffer<double, 1> C buffer(C.data(), C.size()):;
// add oneapi::mkl::blas::gemm ZE{TF¥a—IEML, BEAGINEFvVF
try {
using oneapi::mkl::blas::gemm;
using oneapi::mkl::transpose;
gemm (my queue, transpose::nontrans, transpose::nontrans, m, n, k, alpha, A buffer, 1dA,
B buffer,
1dB, beta, C buffer, 1dC);
}
catch (sycl::exception consté& e) {
std::cout << "\t\tCaught synchronous SYCL exception during GEMM:\n"
<< e.what () << std::endl;
}
catch (std::exception consté& e) {
std::cout << "\t\tCaught synchronous STL exception during GEMM:\n"
<< e.what () << std::endl;

gemm N—FRINF1—ICERSINE ETSINEIT . F1—IF. INTOI—RILDOETEFEEL, FryFanrc
FREAGINZBISNNY FS—ITEL TRAO—FBRIICERLIT . TVIA AKX RARE GPU T/ XED/ (v
T7—DT —FEEEIELET C buffer D7 IEH—IMERSNBETIC, NV IT7—DFT—FIFMARTIVIC
BRWICEESINET . CDIBE . 7IEY—IF 2 x 2@ C buffer OYTTEH DT DreHICERINET,

// ¢ NyT7—h\b6TF—5%T70tAL. c 1T5ID—E%zHH7]

auto C accessor = C buffer.template get access<sycl::access::mode::read>();

std::cout << "\t" << C << " = [ " << C_accessor[0] << ", "
<< C_accessor[l] << ", ...]\n";

std::cout << "\t [ " << C accessor[l * 1dC + 0] << ", "
<< C_accessor[l * 1dC + 1] << ", ...1\n";

std::cout << "\t [ & < T, ., ]\mWe

std::cout << std::endl;

return 0;

ERT—HIE ¢ buffer ATITORITHD BARNICECNCTE=LGEVRD (Gt ¢ IVFFICRTGRE),
C buffer MAOA—THITBRBIETT I —ENLTOHABTEET,
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A4 FIL® oneAPl YO0 S =00 1R

5.3 1FI)L°oneAPI ALY« T-EINF10-TOvY
(1>5JL°® oneTBB)

AV FIL® oneAPl ALY T 1V T-EILT1>T-70v0 (1T )L° oneTBB) (£ RA R ETHRIR—D HEE X
FU—WF OIS = IR EEICT B JAFEREINTVD C++ A TTU—CT, D1 T SU—IF SYCL* B&
NISO C++ THI B AT BE/RHBED IEFHVC, CPU LTl 7O S = O BEIFIORD L DG AR LET,

o SNAUFITZILITUX A

« IVALYVROVFF

o 2ATS—T)L-AEY—TOT—H—

. D—O2F— )L HRT- AT 3 —F5—

o ELANILEHIU=ZFaT

AT )L® oneTBB 13OV /\1S—ICkER T SFESFR 7OV —EARL—FT4 VT I RT ATHETEET,

CPU @mIFO<ILF AL RilliFIALIBA LIRS B (FDD1FTIL® oneAPl 175 U— (15 I)L° oneMKL,
1> FIL® oneDNN S+ TS5 U—73E) TERSINTLET,

Bee—B RraXvh Yy A)La—R YoO0—RICDOWVWTIE AT IL® oneTBB Oz U1 RESRL T
STV FIL® 0neTBB &1 7 )L oneAPl R—Z-V—)LFv O—8 & LTHMBTBI8a . BEBA TVavelT
BRYR—F (REE) #FBATCEET A VFINOIAZa 71— IR—FICDVWTIE A VFT)L® oneTBB 7A4—T A
(FE) #2RLKESV, AZa 71— R—rF2A—T V=X /)\=T3V/ICDLTIE, oneTBB GitHub*
(ZEE) OR—TESRBRL TS0,

5.3.1 145 J)L° oneTBB DfEL\A

AVFIL® oneTBB [ IFH\D C++ OV /AT —CTHAVFTIL® oneAPI DPC++ OV /\1S—+-RBIUFECERTSE
FI I T FTIL® oneTBB REa X~ (3EE) #2RBLTLES),

BE.A>VFTIL® oneTBB (3705 L —5—%#BHEYR—~LEFA L. DPC++ 5B, OpenMP* A7 0—R®

EDNDAYTIL® oneAPI ST S U—Z#HEDET AAABEGRINTD/\—FDL7-UY —REMERRERTD
TO0S L% BETETET,

53.2 4”7 I)°oneTBB B 7)Ld—F

2 DOEARMGEATIL® oneTBB B F)LI—RAHY, https://github.com/oneapi-src/oneAPl-samples/tree/
master/Libraries/oneTBB (#:E) CAFCEFI . cNHOT Y FILT—RIZ CPU & GPU @IFICEERSNTWLET,

*  tbb-async-sycl |& AT I)L® oneTBB 7O—J S T7FEHER/ —REMEE/ —REFEBL GTEN—FRILE

SEILT CPU & GPU BITEITIT B3/ EERLET . 7O 57 R/ —RI& SYCL* ZFER L THése )/ —
ROETE D CPU N EETITBMIC GPU TEESNIETEAETLET,
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https://www.xlsoft.com/jp/products/intel/perflib/tbb/index.html
https://www.xlsoft.com/jp/products/intel/oneapi/index.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/commercial-base.html
https://community.intel.com/t5/Intel-oneAPI-Threading-Building/bd-p/oneapi-threading-building-blocks
https://github.com/oneapi-src/oneTBB
https://www.intel.com/content/www/us/en/develop/documentation/onetbb-documentation/top.html
https://github.com/oneapi-src/oneAPI-samples/tree/%0bmaster/Libraries/oneTBB
https://github.com/oneapi-src/oneAPI-samples/tree/%0bmaster/Libraries/oneTBB

A4 FIL® oneAPl YO0 S =20 1R

*  tbb-task-sycl [£.2 DDT1VFTIL® oneTBB Y AN EILAEN—RILEETI B HEERLET 1 DD
SROMSYCL* O—RAEETL . BHOI—AIF1TIL® oneTBB I—RAEETLET,

. tbb-resumable-tasks-sycl [& 17 /L° oneTBB BRESY AL parallel for ZFALT ETEN—
RILEDEILT CPU & GPU TETIBHFEARLEIT  BEARELGYZTIE SYCL* 2#FERALT GPU TE1E
TEKL . parallel for |FETED CPUBDZEETLET,

54 1F)L° oneAPI =57 FUFADRSATSU— (A1 FIL°
oneDAL)

1>V FIL® oneAPl T—% -7 FUF1DR-5A4 TS5 U— (A FIL® oneDAL) |&, T —FEFDITRTDORAT— (Rl
B T @it BT UVT A BERE) T /\WTF AVSAY BLODBMIEE—RCETEAERTI D . SEICR
BlbSNEZIILIUXLDOE LT« -TOvoaRHITIET. EVITFT—YBITOERILEXIRITDZS1TS
lJ_Z\\‘a—o

ZILIJUZX LD BRI TR T —IDRDAH ZRBEIL L AIIL—TY AT —SEUF 4 —%[/ ELET . C++. 5
KO Java* APl ICHIIX T, Spark* 2 Hadoop* RED—MHET —5Y —ANOIRII—MNEENFTT .1 TIL°
oneDAL @ Python* Zw/\—(& A7 I)L° T4 AFUE 2—2/3 7@ Python* 700 3= VI ERBICEENET,

SOITHEFROMBEICINZ T 1> FIL® oneDAL IEHEED C++ 15 —T 1 RIC DPC++ AP| HiRI4AREAIZMHL .
—Bn 77 )L TUXAT GPU BAATERLDICLET,

ZOTATTU—IF DB EGTECIFFICERTI  BELA V-SRI LIESE7IILTUXLOEIILT1>7- 70Oy
DDRBGLY FERHLET . CNICEKD, - —FFALEVWBERERAZF T BRTRT —FTIVEDET 7
UT—2/ 3V BETEET,

Bae—8 RxraXVh Y FA)LO—R . FoO0—-RICDWVWTIE 7T IL® oneDAL OOz 7H0 RESRLTLE
ST IL® oneDAL &1 F)L® oneAPl R—2\Y—)LF v FO—EE L THIBIBIBE BEATVavelT
BRYR—F (EEE) #FBATCEEI A VFINOIZ2 74— R—FICDWVWTIE 77 )L® oneDAL 7A4—T A
(m:E) #2RL KTV AZa 74— DI R—r92A—T V=X /)\—=23V/ICDLTIE, oneDAL GitHub*
(Z5R) DR—IESRLTES,

5.4.1 15 )L° oneDAL O{EWLS

IV —3vEEILRLTAYTIL® oneDAL EU VDT BDICHERKEFEEBRICETIBERIZ.T71FIL°
oneDAL M A7 LA EH ) (EZB) #2RLTLZEL),

AT )L® oneDAL N—=XD7 TUT =23V @BYRT NI AL O5—%ZRIRTSIET,CPU Ffzld GPU T
TIWIUX LY — AL RAICETTETRIT FHEBEICE RO EN AT REICIRDET,

 HBT—TILho SYCLr Ny T7—ZMHL THRY LA—RIVITET,
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o SYCL* )\ r7—h\BHET—TILEIERT D,

FILTUZ LI, SYCL* Ny T7—ZBRALT GPU T—5%RKL.GPU & CPU BTT —5%#KDELIE—93
BEFEHRT 2L OICRBILSNTVET,

542 A4VFJ)L®°oneDAL BV FI)LI—F

A4>F)L® oneDAL MY F)LO—RI(E GitHub* UMY RJ—MBAFTCETEIXOY Y IILO—RIZ AV FIL®
oneDAL BB DMEEART D H\D®PITLHITT,

https://github.com/oneapi-src/oneDAL/tree/master/examples/oneapi/dpc/source/svm (258)

55 €1FI)I°oneAPl AL YF47-A=a=5—3/-51475U—
(>7JL°® oneCCL)

AVF)L® oneAPl OALOFT«7- 0= =5 —/3>- 5475 U— (A7 I)L® oneCCL) I&, T+—T>—=2%77 (DL),
BLOTRYYS—ZUT ML) D—00—-REIFORT—=ZTILTINANTA—=—X YV AGBEZATZJ—-TT,
1> 7)L® Machine Learning Scaling Library ICHR T 71T 7 EHERSE T HLVWEECHBI — X2 EHITD
fe8EgEtE API ZILRLTLVET,

17 )L® oneCCL IR DEEE R TULVET,

o HELARNILOBEZRILDIT7 EICEEZNIZMPI & 1ibfabrics,

e BENIA—TVRICHIZEBEOEENZNL—RATEREICTDET BE/NY—VDRT—ZEY
T4 =BT d&El,

o BREIBAL KGHBERIE, 7O A TA—S —ET0E, —&ED DL BBEOKHETL.

. CPU Y GPU I3E&FE/\— R D175 —5 v~ TEITI D DPC++ API,

o IFESFBRAVA—OARDETENE 4F)L® Omni-Path 7—FF0Fv— (12F)L° OPA). InfiniBand*,
T—xRv,

Bae—B REFaXV b Y FIO—R Y ovO—RICDVWTIE AT IL® oneCCL T 7Y~ (EE) #8BBL
TLIRE WV 1T IL® oneCCL &1 FIL® oneAPl R—2Y—)LFv ~O—8 &L CHNRTRI8a BEBA T3
ELTERTR—F (EE) A#NATCEEI T2 2FT1—NIR—r323A—-TYV—X/\—=T3V[CDLTIE,
oneCCL GitHub* R—3/ (3B) #2RL T,

5.5.1 15 )L° oneCCL DfELVA

MP| %4> FJL® oneAP| DPC++/C++ OV /N1 S —13& \— ROz 7V T Dz 7OKEFERERICEITIRELTIR
RMZDWTIE T FIL® oneCCL MY AT LB (3EEE) #2RBL TS,
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SYCL* XTIt AP &, A5 )L oneCCL DA T3V HERETT 1T )L° oneCCL ARU—L- ATV 2T RE(ERT &
156, CPU & SYCL* \WO TV ROEEONERIRTEET,

e CPU/\WOIYVR RHIDSIFIC ccl stream host ZHELFT,

o SYCL* \WOIVR FINARIATFITISLT cecl stream cpu &feld ccl stream gpu ZIEELFET,
SYCL* ARU—LTENMET 2EA1RIE

- CAPITl& A7 IL® oneCCL [FBE/\Y T 77— void* [ICFVALSNIE sycl::buffer A7Yx
IOrTHBDERELET,

- C++ APITIE A>T )L oneCCL [FBIE/N\Y 77— SRELSNBCEZBELET,

FREICEET B LUVEIBAIL, https://oneapi-src.github.io/oneCCL/ (#5E) WBAFTETEY,

5.5.2 A4VFJ)L°oneCCLY >V )LO—F

A1>F)L® oneCCL M Y > 77 )L O—F (&, https://github.com/oneapi-src/oneAPI-samples/tree/master/Libraries/
oneCCL (&38) WO AFTEET,

I—RZzEIRLTETIBFIEZECAPIT Y TILIF EL GitHub* UIRY FU—hB AFTEHRT,

5.6 1F7I°oneAPl F4—T-Za2—FJIL*RYErD—=D (4 VFI°®
oneDNN) S 75U—

AVFIL® oneAPl T«4—-Za—Z )L RV D=2 (17 I)L® oneDNN) SA4T7SU—X . TA—TF53——0- 77
Uo—23v@BioA—T IV —2AONTA—<X VA TZA4TIU—-TId . D1 TSU—[CIF AV FTIL® 7—FF0
Fv—R=2AOTOwvIF—BLO0TIVFIL® TOevd— 03 T7qvORA@IFICERELSNEZ2—F )L RV D —
DOEANGEBRERNEENET 7T IL® oneDNN (£, A VFIL® P—FFOFv—RN—2ADTOv—&
1TV Ot — IS 74O ETT7 TS —3>DINTA—X VA EICEBI 2T —T5——2 07
TUT =3 vBRO0TL—AD—UOBREENRELTCVWET T — S5-I Tl 17 )L° oneDNN ZFI
9237 VT3V EFERINETY,

> 7)L® oneDNN (&, 1> F)L® oneAPI DL 7L —ALD—20-7ROV/\—Y—)LF v A7 )L oneAPI R—X:
YV—)LFY O—EE L TERMSI, apt Feld yum FYRIVDBAFTEFERT,

1>7)L® oneDNN [&,C B C++ 15 —T 11X OpenMP* A >/7)L°® oneTBB, OpenCL* S5 1 LTRE,
ATV TA—TZa—ZIL-RY D=0 54T 5U— (17 )L° DNNL) CIRED R—~anatgsEzs| Shat
MR—kLET AT IL® oneDNN &, oneAPl OO0 5= FF)LD SYCL*/DPC++ APl &S5 AA LT R—k%
BALEFT,

HRE—& REa XUk UV FILO—R FoO0—RICDVWTIE AT IL® oneDNN OO T 7H 1~ (#EE) #28
LTLIEE WA YT IL® oneDNN &+ F)L° oneAPl N— - —)LFv +O—Ef& LTI BT RISE BEA T3
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A4 FIL® oneAPl YO0 S =00 1R

VELTEEYR—F (15E) 2B CEEI . IZa 71— IR—rIB2A -T2V =X /A= 3VICDLTIE,
oneDNN GitHub* (358) dDR—IASRL TS,

5.6.1 15 JL° oneDNN OfELVA

A4>F)L® oneDNN (£, 7V FIL® 64 7—FFOFv—F BB IOV —ER—RIT DIV AT LAETR—KL
FI . HR—bNd CPUBEPTZTavIRI/\N—RITT7DUIARF AT IL® oneDNN S1 75 J—DV AT I
BHESBL TS0,

1> 7)L® oneDNN [FETRICABEY N7 —FFTTFv— (ISA) ZieHL AV SV LRz ERL T JR—
PSSO ISA BIFICHEEtcNfcd—FeRALET,

7TV —avhMERT B CPU F/zld GPU S /51517 SU—OMEBEERMARIET BcsH ARL—F
VT RF AT EICWKDDD/I T —I D BIHESNET,

ARL—F AV T YRFLTED YT —Y

e &REFER

cpu_dpcpp_gpu_dpcpp DPC++ 51 A

cpu_iomp 1T ILD OpenMP* S5 I

cpu_gomp GNU* OpenMP* /51 n

cpu_vcomp Microsoft* Visual C++* OpenMP* 551 L\
cpu_tbb 17 I)L® oneTBB

IV —VCIFMNEGSATSU—NEENTULEWZH EILREEICTAYTIL® oneAPl W—)LEFwv EzIFH—R
IN—F 11—V —I)LEFERL T T — 3y TIRFRARERRT INENHNET,

SYCL* IBIBTlE, 17 )L® oneDNN |& DPC++ SYCL* S50 L%ENLT CPU Ffzld GPU /\— RO T 7ENEEL
FI.1>/7I)L° oneDNN [F SYCL* A#FEARAITRIFNOI—FREFRIT DI EDHTEET . CNEAREICT DI,
1> )L® oneDNN [ZEHBE /32 SYCL* ATV U LEMBERAT D AP HLREREAIRIELET,

ZOESFRRD 1 DELT A7 IL® oneDNN MR LUGEWA RS ABIEATT DD SYCL* h—XRILEETTD
BENEZONET . ZDIBE. 1T IL® oneDNN [FA—FRILAES — AL XITEETDDICHELL APl #1REL .
BLT/N\ARF21—AFBLTETIVTFRAREALVFT)L® oneDNN & B LET,

HEERMAERMTD APIHFEORD 2 DOV FUAEBELET,

o BEEFEOSYCL* ATV IO RER—RET BT TIL® oneDNN AT 12 LOER
o BEEOAVFTIL®oneDNN ATV O R@AITOH SYCL* ATV O RAN\DT IR

IRDFRICAVTIL® oneDNN ATV O R SYCL* ATV 2O RDORVE Y IR RLET,
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oneDNN & SYCL* AT IO DI vEY T 1

1>FJ)L° oneDNN AT H SYCL* AT YU~

TV cl::sycl::device and cl::sycl::context

ZRU—/A cl::sycl::queue

XEU— cl::sycl::buffer<uint8 t, 1> FEIFREHBEAEI— (USM)R1>5—

B EBHICSA TSIV XEY—ATIOE 1D uints_t SYCL* N\ T77—%FRLET
W BEIHATD SYCLr Ny T 7—ENLTAEY—ENELB LTI ATEET . 0I5
ABI\WITF—IFRIGFBDIAMTD cl: :sycl: :buffer<uint8 t, 1> I[CHBRSNET,

1>5)L° oneDNN & SYCL* AT Iz DIVEV T 2

125 )L° oneDNN ATV o+

SYCL* AT IO SO BN

TV dnnl::sycl interop::make engine(sycl dev, sycl ctx)
ZARY—/1 dnnl::sycl interop::make stream(engine, sycl queue)
XEU—

USM X—X:dnnl: :memory (memory desc, engine, usm ptr)

I\ T7—~R—X:dnnl::sycl interop::make memory(memory de sc,
engine, sycl buf)

1>5)L° oneDNN & SYCL* AT Iz DIVEY T 3

oneDNN ATV x o~ SYCL* A 7Y o0 Mt
TV dnnl::sycl interop::get device (engine)
dnnl::sycl interop::get context (engine)
ARY—/1 dnnl::sycl interop::get queue (stream)
XEU— USM /R >%—: dnnl: :memory: :get data handle ()
J\w T 7—:dnnl: :sycl interop::get buffer (memory)
iE:

e AYFIL® oneDNN TP FUT =23y &EEILRIBICIF. IVN\AS—DNBETT,
1> F)L® oneAPI DPC++/C++ OV /{1 T —[F A>T )L® oneAPI R—2Z-Y—)LF VI

BENTLET,

e SYCL*#HEERAM APl ZERNICTBICIF, dnnl_sycl.hpp &1V T)IL—RTDHENHD

F9,

o OpenMP* [FSVHA L-ATI O FORIFTELICKELRZE, 1> F)L° oneDNN & E
EITSHEEER AP EBEHDFE A
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5.6.2 15 J)L°oneDNN B> F)LO—R

17 )L® oneDNN D> )L O—RI&, https://github.com/oneapi-src/oneAPl-samples/tree/master/Libraries/
oneDNN (ZB) MBAFTEEIT BA[ITOY Y FILIEHBRI—F —2TRELTED EILROT Y REETOV
Y EREOHEED readme 77 TILNEENTLET,

57 ZOMDS1TSU—

ZOMBOSATSU—IF BIEAVTIL® oneAPI WV — LTV RCEENFEIT . ET1TTU—OFHMICDUVWTIE ENZE
NOZ1T7ZU—DOANRFa XY FESBL TS0,

o AVFINCAVFTIL—FTYRNTA—VR-TU=ZF4T (17T )L IPP)
e AVFILCMPISATSU—
e AVFINC ATV RUa—L- D=L ZATSU—

103


https://github.com/oneapi-src/oneAPI-samples/tree/master/Libraries/%0boneDNN
https://github.com/oneapi-src/oneAPI-samples/tree/master/Libraries/%0boneDNN

A4 FIL® oneAPl YO0 S =20 1R

6 VY7o 7ERIOER

oneAPl 70O S =V BEFIILAFERLEY I DI 7EETOCAZ BEOBFR TOERAER—-XICLTVET,
TOIS=VT BTG T OESL—I—EFRLT/NTA—< Y A% LTI, COMTIFZOFEICEED
FEEFBLET, CNICIZUTOHONHDET,

o NIA—TVRFa—ZT 510

o O—ROF/IN\wT

o (FNOTIOESL—F—[EIFTOI—-ROBT

e  IO—ROIOVKR—TEUTFs—

6.1 SYCL* & DPC++ ADI—ROIET

C++ Ffzld OpenCL* REIFHDT OIS Z VI EECRBSNLI— I BHDT /\ A ATERIB728 DPC++
IVIAS=TaVIAILeNs SYCLX J—RARBITCERT BT FIRIX STDERICL O TRFNET,

6.1.1 C++ H\5 SYCL* \DF1T

SYCL* (£, C++ BZR—RETBRE— -, AFINOTOTS =T EFILTT C++17 & C++20 DOMEaERE(C
BRINATOYV VPR TOTIZVIICEFA =TV RITFARYI = BROINFT7—F70Fv—DY
Ua—yavaYR—kLET,

A7 )L® oneAPl DPC++ OV/)\AZ5—-JOJ 2T F SYCL* & LLVM C++ JV/\AS—ICEAL EHDORY
H—eT7—FTO0Fv—ICHIGLIE/N\A I\ TA— V AGERZ LR L TLET,

BEFED C++ 7 U — a3V aEERILT IS ABAD C++ I—RIFZETIHENRL V26, SYCL* [F¥—AL
AR EHEAREICLET . T/ A XAV /A ILERTEEICT B SYCL* OIEISICDULTIE, ToneAPI 70005 =7
TF)LaAESRBLTLIES L,

6.1.2 A7 J)L° oneAPI DPC++ OV /\15—%{EH LTz CUDA* h\i5 SYCL* \
DT

A>T I)L® DPC++ B Y —)L (17 )L° DPCT) I&, 1> F)L® oneAPl R—=Z-Y—)LFVFTEENFIT D
YV —)LOBRIE NVIDIA* CUDA* TeeiRe et Fzn 700 S5 L0615 )L® oneAPl DPC++ O2/\A5—C1
VIAILEND SYCL* TSN TOT S ANOBTEXZEIT D ETT . DY —)LIE FIRRRRD SYCL* O—R
EBEEEMLET L. INTOI—FIBEENICKETINBEIERET | FETORENMBERGEDHOET,
DY —JLICIEIDE TS5 T AN TE DPC+H NDOBTET T I BN NOY/\—- A FELOUT7L VA,
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NEBENEIT . FENTOEENT T LIz, 1T I/L° oneAPl DPC++ OV /\AS5—%FRLTEITARET 71 IL%E
LET,

125 )L° DPC++ HifattY —)LZ{ER LTz CUDA* h\5 SYCL* A\DIBIT

80-90% Complete Coding &
Transformed Tune to Desire
Performance

Human Readable

S e
DEVELOPER'S CUDA*  COMPATIBILITY DPC++
SOURCE T00L SOURCE

o BiTSNO—REI Y=L O—RFIEGEDSBIEZ A TIL® DPC++ BiM4EY—)LDo T THA
k (ZEE) TRl TESL,

o W )LOFLWERFEIZ T1FIL® DPC++ BiEY —)L (17 I)L® DPCT) TAROV/\—H1RELD
Uo7 L 2=slR LTS,

6.1.3 OpenCL* J—FH5 SYCL* DT

RAED 1>5)L° oneAPI DPC++ FOV UMD SYCL* S5 Al 5| IE%EIRT 218 OpenCL* I—R%&
RALTWETBE,SYCL* TIFH—RILEERTD2I—ROTHENEGR APl BHE® XYV Y ROFOH LIFA 1L
IFNFETIRALDY —RAD—RITICT /NNAADY — AT —RZEBHIAT LT, OpenCL* FOT S LAEIERTEET,

FEAED OpenCL* 7 7UT —3aVBHEEBIX. T/\AZANOA—RIILAT7O—-RIC#ES Y A7y - O—RORE
MAEFHLTNBTLLEDSYCL* ZFEAT DL, OpenCL* C O—RICEAET AT OEY ~7v T O—RELT, &
VIILTIRRWG C++ R=AOT7 VT =3V ERRTEFI . CNICKD BEOS ONERHIN, WHMLDELE
[CEFRTEFET,

EBIT, 0penCL* 7 TUT —/ 3> OiEEIX SYCL* APl ZN L CE| /S F AT ET . EHSNEI—RlF HBE(C
ST SYCL* A —T A/ R %FRTEET,

6.1.4 CPU.GPU. &5 &LV FPGA 1T

27 )L° oneAPI DPC++ OV /A S —% R LI SYCL* TlE, 75 v hT7A—LAlE CPU,GPU, FPGA, FzlEZDfthd
TOES L= TOtv—REDT NAR (BLTHORVRRBA) ICERSNIRA ST NI ATERSNET.

TSV R TA=LAICEBHOT I\A ANERET DIEE. —BEEIFAKEIODT—0%FT I\A ANATO—RITBLDICT

TUT— 3mSR LEToneAPI TOTSZ VT EFILTEROT /I\ARICT—0% BT BICIE LW<DhDA
SENBDET,
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1. FTINAZAELI5F—OME - SYCL* TIEELOF—EMHIENZ IS ANREMEN, TV R TA—LARADT /N
A A FEHTIBIRT 2D\, 1T IL® oneAPl S5 A LADE1—URFT v IOMNT )\ A THI A Al ge/dat Biae
R CT AT I\A REEIRTE DL DICHEOTLVET,

2. TYEYhORE - F-YICKERRNELB LIS ER DT TUT -3V TR Ty FERRE
CHBEILTEGDT/N\ARATHRBLET RO Y FILI—RIZ EHOT/N\ARICD—00—REDET B4
TY.icpx -fsycl snippet.cpp ANV RTI—RZ#IV/I\1MILLET,

1. int main() {

2. int data[1024];

3. for (int 1 = 0; 1 < 1024; 1i++)

4. datal[i] = i;

5. try {

6. cpu_selector cpuSelector;

7. queue cpuQueue (cpuSelector) ;

8. gpu_selector gpuSelector;

9. queue gpuQueue (gpuSelector) ;

10. buffer<int, 1> buf (data, range<l>(1024));

11. cpuQueue.submit ([&] (handler& cgh) {

12. auto ptr =

13. buf.get access<access::mode::read write>(cgh);

14. cgh.parallel for<class divide>(range<l>(512),

15. [=] (1d<1> index) {

16. ptrindex] -= 1;

17. 1)

18. });

19. gpuQueue.submit ([&] (handler& cghl) {

20 auto ptr =

21. buf.get access<access::mode::read write>(cghl);

22. cghl.parallel for<class offsetl>(range<1>(1024),

23. 1d<1>(512), [=] (id<1> index) {

24 . ptrlindex] += 1;

25. }) i

26. });

27. cpuQueue.wait () ;

28. gpuQueue.wait () ;

29. }

30. catch (exception consté& e) {

31. std::cout <<

32. "SYCL exception caught: " << e.what() << '\n';

33. return 2;

34. }

35. return 0;

36. }

3. FTIARBTEHDOA—RINET =T VTS - 7TUT =3V ICEHOIRII LIz A—FILTIlF AR B 88
BRAA=ThHBI5E =T VT N\A R EICEGDFa1—%#FRALEIT.SYCL* TUR—FaNd 7oV
TA—LETSIYRTA—LTEDTINAADIURAE get_platforms() & platform.get devices ()
ZHOHT CETRRETEFRIT . INTOT A ANFESNLD, T/\ AR EICFa—=FEML  BEDH—F
IWERGDF1—ICREBELET ROT Y FILI—RIF EBHOD SYCLr 7 /\ A RICH—RILEB BT D55 % R
L&FET,

1. #include <stdio.h>

2. #include <vector>

3. #include <CL/sycl.hpp>

4. using namespace cl::sycl;

5. using namespace std;

6. int main ()
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10.
11.
12.
13.
14.
15,
l6.
17.
18.
19,
20.
21.
22.
23.
24.
25.
26.
27.
28.
29
30.
31.
32
33.
34.
35.
36.
37.
38.
39,
40.
41.
42.
43.
44 .
45.
46.
47.
48.
49.
50,
51.
52.
535
54.
59
564
57.
58.
59,
60.
61.
62.
63.
64.
65.
66.

size t N = 1024;

vector<float> a(N, 10.0)
vector<float> b (N, 10.0)
vector<float> c add(N, O
vector<float> c mul (N, O

{

’
’

.0);
.0);

’

buffer<float, 1> abuffer(a.data(), range<l>(N),
{ property::buffer::use host ptr() });

buffer<float, 1> bbuffer(b.data(), range<l>(N),
{ property::buffer::use host ptr() });

buffer<float, 1> c_addbuffer (c_add.data(), range<1l>(N),
{ property::buffer::use host ptr() });

buffer<float, 1> ¢ mulbuffer (c mul.data(), range<1l>(N),
{ property::buffer::use host ptr() });

try {
gpu_selector gpuSelector;
auto queue = cl::sycl::queue (gpuSelector);
queue.submit ([&] (cl::sycl::handler& cgh) {
auto a acc = abuffer.template

get access<access::mode::read>(cgh);
auto b _acc = bbuffer.template
get access<access::mode::read>(cgh);
auto c_acc add = c_addbuffer.template
get access<access::mode::write>(cgh);
cgh.parallel for<class VectorAdd>
(range<1>(N), [=] (id<1> it) {
//int i = it.get global();
c_acc_add[it] = a acc[it] + b _acclit];
});
}) i

cpu_selector cpuSelector;

auto queuel = cl::sycl::queue (cpuSelector);
queuel.submit ([&] (cl::sycl::handler& cgh) {
auto a acc = abuffer.template

get access<access::mode::read>(cgh);
auto b_acc = bbuffer.template
get access<access::mode::read>(cgh);
auto ¢ _acc mul = c mulbuffer.template
get access<access::mode::write>(cgh);
cgh.parallel for<class VectorMul>
(range<1>(N), [=] (id<1> it) {
c_acc mul[it] = a acc[it] * b_acclit];
}) i
});
}
catch (cl::sycl::exception e) {
/* In the case of an exception being throw, print the
error message and
* return 1. */
std::cout << e.what();
return 1;
}
}
for (int i = 0; i < 8; i++) {
std::cout << c_add[i] << std::endl;
std::cout << c mul[i] << std::endl;
}

return 0;
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6.2 AVhR—YEUFr—

oneAPI JOT S =V 0BT IIVE BEY—ILFI—YVERETR—FIBDTIVRATLEERLET, CHNICIE, CPU,
GPU.FPGA BRERHMDT7 IS L —9 - R—br320V/\A5—514T735U— T/\wH—EEITY—ILDER
QIESCIN

6.2.1 C/C++ OpenMP* XV SYCL* DAV R—TFEUFr—

oneAPl| 700> =0 -EF)LIE OpenMP* A 70— RZEHYR—Kd 3 LLVM/Clang X—ZADME TV /A5 —%1E
HLET, ZNICELD, OpenMP* EiEEFERLTHRANMADT U — 30 ETHET 2\ F—5 Y LT /\1 RITA
JO—RIBY—LLRAGHEMNATEEITIZDET AT IL® oneAPl X=X —)LF v ~TH B RIEERA > T IL®
oneAP| DPC++/C++ /A5 —I& HIRYET OpenMP* & SYCL* OEBRMARMLET E—D 7T UT—2/3
>~ TlE, OpenMP* target $EIEEEIF SYCL* BEZFAL T SEXSFFEH OO —REI XY MrEnd— FElE
DER{THET A RAIATO—RTEET,

OpenMP* & SYCL* A7 O—RBEIX BIRDT7 7L BLT7 7L FIZE B (FIRNGSE) CERATEED,
OpenMP* 8KV SYCL* ATO—RIO—RIX ETAET 7ML BRNSA TS U— FlFSEFIEFGEHFEDET—
FEICI\VRILTEFET,

3¥: DPC++ @3 SYCL* |& CPU TF N\ARO—RAEEFTIBIEE. 1T IL® oneTBB DT /A
1LEFRLEIT,ZDREH,CPU T OpenMP* & SYCL* OB AZEFERTIE, ALY ROA—
N—=BTROUT 3V REETIHIREENDDET . VAT ATETINDT—00—RD/\
TA—N Y AERITT BT, COBRBENELC TV RIVERT 2 ENTETET,

6.2.1.1. HIFR=EIR
BL7 FUT—32C OpenMP* & SYCL* BIEARIET 21848, L\<ONDERIRIHIENHOET,

e OpenMP* FA4LOFTATE . T/INARATETEIND SYCL* h—RILATIFERTETEF A BERIC, SYCL*
O—R[&, OpenMP* target SBIFATIHERA TS EEAEL MRS CPU TE{TEND OpenMP* J—R
NTSYCL* BEZ AT _EIFTEERT,

o TJOISLAD OpenMP* HSXD SYCLY /A AEIFIFHEREFREEERF DCENTERBALZIE T/
A AO—FR@ SYCL* Ml TERSNIREARIL BLT/\AATETSNS OpenMP* J—RH\SIFOHT &
FTETFEBA (ZOFEDHEEK), OpenMP* T/ ZHaiE e SYCL* T/ Rt FERIICU >IN ABRID/ A
FU=L TV /A S—ICETEMSNBD T 7Y RIS FU—ZBLET,

e BEFRTIE. OpenMP* & SYCL* V515147 SU—BTOEZENGHEEERIFYR—FSNTLERA
BIZ X, OpenMP* APl TERESNET /N\A A XEU—-ATI 2O ME SYCL* O—RN\BIFT7IOERATEFEE
Ao OpenMP* TEREINIET /I\A A XEU— AT O %E SYCL* J—RTHERT DL REEOEECLED
ESE- I
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6.2.1.2. i

ROI—RF, SYCL* & OpenMP* AT O—RiEEERIL7 TUT —Y 3>V TREATHZERLET,

1. +#include <CL/sycl.hpp>

2. #include <array>

3. #include <iostream>

4.

5.

6. float computePi (unsigned N) {

7. float Pi;

8. #pragma omp target map (from : Pi)

9. #pragma omp parallel for reduction(+ : Pi)
10. for (unsigned I = 0; I < N; ++I) {

11. float T = (I + 0.5f) / N;

12. Pi += 4.0f / (1.0 + T * T);

13. }

14. return Pi / N;

15. }

16.

17.

18. void iota(float *A, unsigned N) {

19. cl::sycl::range<l> R(N);

20 cl::sycl::buffer<float, 1> AB(A, R);

21. cl::sycl::queue () .submit ([&] (cl::sycl::handler &cgh) {
22. auto AA = AB.template get access<cl::sycl::access::mode::write>(cgh);
23. cgh.parallel for<class Iota>(R, [=](cl::sycl::id<1> I) {
24 AA[I] = I;

25. )

26. 1)

27. }

28.

29.

30. int main() {

31 std::array<float, 1024u> Vec;

32. float Pi;

33.

34.

35. #pragma omp parallel sections

36. {

37. #pragma omp section

38. iota(Vec.data (), Vec.size());

39. #pragma omp section

40. Pi = computePi (8192u);

41. }

42.

43.

44 . std::cout << "Vec[512] = " << Vec[512] << std::endl;
45. std::cout << "Pi = " << Pi << std::endl;
46. return O;

47. }

YN OA—REDVINAILIBICIROOT Y REFERLET,

| $ icpx -fsycl -fiopenmp -fopenmp-targets=spir64 offloadOmp dpcpp.cpp
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ZHEE:

e —fsycl ATTVIvIESYCL* #BRICLET,
e -fiopenmp -fopenmp-targets=spir64 A>3 /[& OpenMP* A7 O0—REBIMICLET,

RIFT Y TILI—ED OB ABIEREDERT,

$ ./a.out
Vec[512] = 512
Pi = 3.14159

7E: O—RIC OpenMP* A7 O0—RMNEENTH ST BED OpenMP* I—RDOHNEENDIS
B, -fopenmp-targets ZEIELIERDIY Y FEERLET,

|$ icpx -fsycl -fiopenmp omp dpcpp.cpp

6.2.2 OpenCL* J—FEEZERY

oneAPl O =V -EF)LCIE BAFEIL SYCL *API DS FSFHREHH ST RTD OpenCL* I— RDOHEE
SISHEFATERTSYCL MRIHT S OpenCL* I—FOBEEERMIE SYCL NWOBERTIOISZVT £
FIL AV =T A 2EFIB LGNS, #ERD OpenCL* I—REBAAT2DICHRIILET . COBEERMEE—RIC
&2 DICEEHRENDDFET

1. OpenCL* O—ROATI OIS SYCL* ATI O REERT DAL SYCL* /Ny T 7—I%, OpenCL*
cl mem M5, Ffeld cl_command queue D SYCL* Fa—N\OERTETET,

2. SYCL* ATV zOH5 OpenCL* A—ROATI U EEET B HIZIE SYCL* 7o —ICEENITS
NIZHEED c1_mem Z{FAT S OpenCL* N—XR)L=REILEFT,

6.3 DPC++ & OpenMP* A7 O—RUEBOT/IN\vS

RAN TSV hTA—ABIFICO—REDZR, 7/\wT BLORBILITIIES. I—REWREITBIFIBEIF >V TILTT,
FINVH—TCEFTHFOEIR FrvvF BLOTSVYIPREGHEREDRAEGIRIEELANILOI S —ICTARL,
JO7710I Y= )LAEFERLT/INTA—<Y > ADRBAESELTIBIELET,

I—RO—E2 N DPC++ Ffzld OpenMP* A7 O—RICKDBIDT N\AATEfTEN® 7 TUT -3 TlF . O—
FOWE FHVRDEMICRS AT REMD HDET,

¢ DPC++ Ffzld OpenMP* A7 0O—RORBROEVW A EeNeA 70— R /A ATTOT S LNRITS

NBBRIC I v ARAVIA L (UT) DVIAIILENBETRH TSRV ENHOFET (COMREIF FERITY
JXA1)L (AOT) THER TS ENHOET),
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o TJOUSLOWMEBNERIS—ICLDIITVYAF IRAR ATO—RT/N\A R REFBREAET /A R EE
SNBYIT DT ATV ITHFHLBRVWEEE L TIRNSARMENHDERT  JRAZFTA I BICIEA T
2T,

- AVTILE TARRUE2—T 37D GDB REDIEET /NNy H—ZERL T RAR EOI— R TN
ToTLBM TN\ ILET,

- TIAREBBEOT N\vA—ZFERALTATO-—RT NI ROBEET I\ I LET . efleL, T /A1 AD
T—=FFO0Fv— FEALYREXREITIHA F@F TV TU-DRRAEIFEGDZEITFRLTL
SISIAR

© ARLNET=INTINAREDPOOEDZTOBARICOHFFEY I D7 A5V TRNSBEZET
NI FTBICIE T NARERASEDOBRE, BLOWBRICHESN DTS —=EHRITDIVENHOET,

o RAREATO—RF/INARATCHETDIAEMENDHD—MHE/NTA—TV AORBICINZ T . RRAREAT
O—RF/IN\AZANBEET R/ I—VIE 7 TIT—3 VDN TA—TVRICKELGEERESZZENHDE
T NUE RAREATO—RFT N\ ABOBEEAERITDILENDHDIHD 1 DOT—ITY,

TR ATZO-RTOT T LAOETHRICHATETZEZET VI BLO/INTA—TVAICETY—ILEZORE
[CDULCERRBLETD,

UV —2&AT7O0—RIDIREEAHR = OpenMP* £zl SYCL* APl #FERI27FUT—3avokZ7)L
Va—FTaVIF TESEGH T U T =3RS TV a—T400 ) (REE) OFa—+tU7IILESRBLTLE
ISR

6.3.1 SYCL* & OpenMP* RFM[IF®D oneAPI FN\vTY—)L

RICRTY—)UIE, SYCL* BKRD OpenMP* A7 O—RUIBD T /\W I ITIRIBET,

SYCL* &V OpenMP* A7 0O0—RUEBEZF Ny T T V—)L

V=L EHGE

RIEZH BEZHAFEALT. 7OV LZEBT R LG TOT S LOETEIC
OpenMP* BRI SYCL* S50 LoD\ EREINETETFT,

GPU BIFOTOT77AILY—=ILTHSD | SYCL* BELY OpenMP* A70O0—RT oneAPl LAR)LEOE OpenCL* /\w2o

ze_tracer W—JL (GPU @3 PTI) IVREFERTIIEE. COV—ILEFABALT/\YIIVROIZS—%=T/\wI L,
RARETFINAROBEA TN T A=V ADTOT 71 IV 2ETTETET,
pCi=¢ S8

. Onetrace V— /)L GitHub* (&3E)
e GPU@I¥ PTI ® GitHub* (2238)
e AVFIL® VTune™ 7O 7745 —MDGPU 5t&/XF 171y =R I~

BRAT
OpenCL* 7 U —3vdA 5 —1 | SYCL BLD OpenMP* AT70O—RT OpenCL* \woO TV REFRIIIEE.
T LAv— ZOTATZU—EHMBALTN\YI IV ROI ST /\WI L IRARET/INAR

OEBT/INTA—IVAOTOAT 7 I EETTETET,
AVFIL® TA4ARUE2—Y3 VD GDB | BERIARSLVT/NA X (CPU.GPU FPGA T=aL—¥3Y) T HIEBHGE/N\YT
EREIBIRICTSIT -3 vV —ALNILOT NI TERINET,



https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/troubleshoot-highly-parallel-applications.html
https://github.com/intel/pti-gpu/tree/master/tools/onetrace
https://github.com/intel/pti-gpu

A4 FIL® oneAPl YO0 S =20 1R

w—JL ERAE
7T =3y -FI\vT NBEDOYV—ILES YA LR—AOT TO—FICIAT BREREERIO7 7Oo—
FHOREERDIFBZEDHTETEIT RICHERLET,

o AN—XIOHEDERFINDENE LR
o TIN\VITRBOEHEIEMN L TSR EER
s A—RILATHERZETUVE

3E: SYCL* & OpenMP* TlE, E6560A4 70— REFAN
B0 stdout \OHEAETR—FLET LD SIMD L—
FRIFZALYRDHAOL TV LTS,

SYCL* B\ R D — —E8> DPC++ OTS=VIDIS—I3, 7OTSLDETHIC SYCLr 5S4
A LSFINE LTIREINET . CNSIE, RITHIC TS TI#FERT S I—RADGT
S—HEMTBOICRIEET MY TILICDWVTIE TSYCL* BlIF =28
LTLIEE L SYCL AN > TILIC DWW TR U TZE SR L TLIES U,

o AARNETIEEDOEIN

. TSI REOEN GV TF A~

o HNARNENIHREEORESRE

“1>5JL® Advisor Fortran, C, C++, OpenCL* &V SYCL* 7 AU —yavhgHo 7oty
H—CRARD/INTA—TV/AE=REBTD2OETELFET,

AT VTune™ 07 715— RATATIRTLFRIFUE— LIV RTATINITA—=T VAT —IEUREIL THE
LET,

OpenMP* A7O—R-F1LIF17 T FILY—IUICED OpenMP* 77U —3>vOA 70— RERE, (&

FE) Tl&. OpenMP* T« LOFT« T=FERL T TUT —2 3V ICWFI0IEZ BN
I REHRPLTNVET,

6.3.1.1. FTN\VIRIREH

OpenMP* & SYCL* OATZO—RI VML BROALNILEZO, OpenCL* ¥/x—45 =0V /1 5—IF HKRAREAT
O—RFN\A AEDBELERT ZEBELHERTLFT . COBBZHAFERALT ATO—RAEBIFISEREIN
eo 51 L EEHERIFHIETEET,

6.3.1.1.1. OpenMP* A 70— FEIREH

OpenMP* A7 0—RMNEDEDICENMET DN ERBEL, /NI TV ROFMICHATEZVONDREZHNER
SNTULET,

7E: OpenMP* [ FPGA T /\A A ClIEUR—k~ENE A,
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OpenMP* A7 0O0—REBIEEH

RIRZEH

S

LIBOMPTARGET DEBUG=<Num>

FINVITEROE N =R FEITEEMIE TS5 1L (REE) #5
BLTLES V., COBIBREIE, OpenMP* A7 O—RZ V51 LD
BOTIINVITHDEENCLES U THRESNET,

o BHBIMERSNIEHABRRERSYY1A(1.2)

.« ERINESYILDBMBEMEILINRY VY
(1.2)

. FRINBDIATO—RFT/\A RO (1. 2)
. O—RSNYR—+S1T75U—(1.2)

. INTOATY—BIDETEEDHETRFEOT I IETRL
A (1.2)

o FTIARABEDT—FIE-ICETBIBR KiE B X
EU—TIFT/I\ARATvEYT (1,2)

. HD—RILORENE ENRFOFEMIERR (318 SIMD 18, 7' )L —
TEHRRE) (1. 2)

o HUHINRZEOLANIL/OpenCL* AP B8 (B%= . 515y
IS X—=5—-)(2)

1&:
<Num> = 0: HEXj

<Num> = 1 T/\A 2@ A—FRILTV/AIL AEYIE—BIE,
H—RILFOEL . BLOZOMMEOTSTAKET O3V RED
TS0 T7 03 vheOERNGT I\ IERERRLED,

<Num> = 2: <Num>=1 OEDICINI T ED GPU S5/ AP
BN EDSIE/ /NS A=Y —CHOHESN e ERRLET,

FI#IE:0
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https://openmp.llvm.org/design/Runtimes.html

A4 FIL® oneAPl YO0 S =20 1R

RIRZEH

B

LIBOMPTARGET INFO=<Num>

CORBEHIE ATO-—RI VI LNBOEANGATO—RIE
KOXRTEHNHBLET N TEERRLET . 2T -1
libomptarget I[CSFEIFRSV/ITLABREERTETDLSICL
FIAFMIF. TS5 1 L (REB) Z5RL TS,

*  OpenMP* F/\AZN—RIDZIFE eI NTHT 53]
HEhALEI (1)

. RVTENETRELANF AR RVE VT T 5T
ST CICHFET BT ERLET (2)

e AUV hOATO-—RNKRBLESZE T/NA XK1
H—RvITORE=ETVTLET (4)

. TIARARVEY T - T=TINTITVFU—DEESNZC
EZRLET (8)

. F—INFNAABTcOE—aNeIEeERLET (32)
f8:(0,1,2,4,8,32)
F7AIER:0

LIBOMPTARGET PLUGIN PROFILE=<Num>[,<Uni
t>]

COREBZERIF AT7O—RENE OpenMP* J—RD/\TA—< >
2 FT=IDRREBMNLET A TERRLET,

o BETFTYEERRE (U-RESTH)

. F—HEDETEH

o EVI-IIOEIIREE (VAR YIAL-TOVINAIL)
e BA—ILOETHE

. F-EM

e T-ZUMBNOYI=ZVITEMY

e T,usec-XAUOMBNOII=ZVITTEMY
FIAIF

#ll: export LIBOMPTARGET PLUGIN PROFILE=T,usec

<Enable>:= 1 | T

<Unit> := usec | unit usec

ERNGE TSSO Fa770LEBRICL,. TOT S LOETE
ICRERBAEHDLET <Unit> FIBELBWVWIBE. 1700 T
TAIEDEAMITZEDET,



https://openmp.llvm.org/design/Runtimes.html
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RIRZEH

B

LIBOMPTARGET PLUGIN=<Name>

COBEZHAFERLT OpenMP* A7 O—ROERTICFEATS
I\ TV REBIRTEERT,

¥ LANLEOD/N\YI IV RIE GPU T/
ATCOHFYR—REINET,

<Name>:=
LEVELO | OPENCL | CUDA | X86_64 | NIOSZ2 |
levelO | opencl | cuda | x86 64 | nios2 |

FRITZ2AT7O0-—ROTSTAVEEIBELEFIT . COATVayn
BESNDE ATO—RI VA1 AIIMEO RTL Z#O0—RLEE A,

fi&:

*  LEVELO &/2l& LEVEL ZERO - LNLEO-NVIIVR%E
ERLERT

*  OPENCL-OpenCL* /\wOITVRZEFEALFT

FIAI:
. GPU A7O0—RF/\A X: LEVELO
. CPU #Tfzld FPGA A7 O—FZ /- X: OPENCL

LIBOMPTARGET PROFILE=<FileName>

libomptarget ' Clang O -ftime-trace A3V EEHKD
BB O 7 MILOENEERTEDLDICLET HEIE 505
1L (BREE) 2SR TSV,

115



https://openmp.llvm.org/design/Runtimes.html
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RIEZEH BTLL

LIBOMPTARGET_DEVICES=<DeViCeKind>
<DeviceKind> :=
DEVICE | SUBDEVICE | SUBSUBDEVICE | ALL |
device | subdevice | subsubdevice | all

Y77\ A R 1—S—[CRRT B EEHELET,

DEVICE/device: R EMULNILOFT/INAADHH OpenMP* 7/
A AELTLR—FEN, subdevice BiNYR—~ZNET,

SUBDEVICE/subdevice: 88 1 LNJLOY TF/INA 2D HH
OpenMP* F/\A &L TLIN—FEH, subdevice HIIEHEMBS
nxd,

SUBSUBDEVICE/subsubdevice: 8 2 LNRJILOYTF/N1R
DFHH OpenMP* F/\ARELTLIR—FEH, subdevice #i
FEHEINET . LANILEO-N\VIOTVREFERTZITIL
GPU T BTOYITT/I\A RZSTAILADE—FERASARELT
HRITBICIEF.BIMD GPU St ESVIYITLEREZH
CFESingleSliceDispatchCCSMode=1 BIFRETDIHNENH
NFERI,

ALL/all: & EMUOTNNAREZNEDOHY T F/\A AN OpenMP*
FINARELTLIR—FEN, subdevice BilFEEINET . N
Z. AT IL® GPU TlEYR—hkSnNTHod  SEEILESNDTE
T,

FT7#J b <DeviceKind>=device [CHEY

LIBOMPTARGET LEVELO MEMORY POOL=<Option
>

<Option> = 0 | <PoolInfolList>
<PoolInfolList> := <PoolInfo>[,<PoolInfolist>]
<PoolInfo> =
<MemType>[,<AllocMax>[,<Capacity>[,<PoolSize>]]]
<MemType> := all | device | host | shared
<PoolSize> 1= IEDERERILZE

(MB BUORAEINDHETHX)
<Capacity> 1= IEOBHEILZ

(B—J0voNGmEIDHETH)
<PoolSize> := [EOEHMECIEE

(MB B{OEAKT—ILY1X)

BHRAMEGXEU-T—IILOBHERIHLET, F—)LiF &5t
A XD\ <PoolSize> BB, 1 7OVIDNSERA <AllocMax>
HBARAD <capacity> EIDHTHHEZXEI-TOVIDUX
T,

FI7AI:

<Option>=device,1l,4,256,host,1,4,256,shared, 8,4,
256 ICHHY

LIBOMPTARGET LEVELO STAGING BUFFER SIZE
=<Num>

25— N\ IT7— A X% <Num> KB [CERELEIT RAT—
Ny T 7—RARETF/INA RABOIE—RIEICHUL T, 2 BB
E—BIEO—BALL—J L TERINET  N\Y I7—3T 1D
U—k-F A RTOHMHERSNET,

FIAIE: 16
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RIRZEH FHEA

LIBOMPTARGET LEVEL ZERO COMMAND BATCH=<

Value> - - o o <Value> := <Type>[,<Count>]
<Type> =

none | NONE | copy | COPY | compute | COMPUTE
<Count> := \WFIUETRIT Y RO&ZAHE

S—Ty MMEFOITY RN\ FUBEBRICLETD,
<Type>=none |NONE: I R/\wFULBEEINICLET,

<Type>=copy|COPY: T —HERETH—TVrEHEOITE
Ny FUIBEBGIICLET,

<Type>=compute | COMPUTE: T —~EEEFTEICT—T v 3B
Hoawy RN\ FRIBEEERICL, OE—T VY VORI REERIC
L&,

<Type> M copy E/2lE compute (BZ) OWLWITNHT,
<Count> MIBESINTULVEWE Y—F v B cINTOIT Y
RICH LT/ FRIEBAITHONET,

FITAIb: <Type>=none (EXN)

LIBOMPTARGET LEVEL ZERO USE_IMMEDIATE C
OMMAND LIST=<Bool> [<Bool> :=1 | T |t |0 |F|¢£ |

H—RILEEICAEIYT Y RUROERZBR/BENICLET,

FIAI b R

OMP_TARGET OFFLOAD=MANDATORY 13 OpenMP* HETEESNTLET,

https:// www.openmp.org/spec-html/5.1/openmpse74.ntml
#x340-515000617 (3:E)

ONEAPI DEVICE SELECTOR ZOT /A BIRIREBZ L, OpenMP* 7 T —2/ 3> DEITHE
([CEEFRTRRRT /A ADBIRZHIRT DI HICEATEFRT . T/
REREDIAMT (GPU DFOLEIL—5—1E) Field/\voT>
R (LARJLEOY OpenCL* &) ICHIBRT BIBEICEFTT,
ONEAPI_DEVICE SELECTOR #X[d OpenMP* &HB=NTH
D.FTNAAERBIRT D EBTETETFMICDLTIE, oneAPI
DPC++ OV/\AS—DRFa X7k (&HEE) 2R TS,

6.3.1.1.2. SYCL* & DPC++ IBIEZTH

A FIL® DPC++ TV /815 —IF TRTOIEE SYCL* BIEEHAHR—~LET . INTOBEZHICDOLTIE
GitHub* (228) #2RBL LISV TNV I TEEINREE XD SYCL* BIEZHEEBNOLANILEOBEZHN T,
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https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md

A4 FIL® oneAPl YO0 S =20 1R

SYCL* & DPC++ IRIBZH

RIRZEH

S

ONEAPI DEVICE SELECTOR

COEMTREBENAFERIDE  SUIMATHERIND S VITLAEET /AR ID %
HNEBAEELGINTOEFEHDEOY Ty ~CHIETEET,

ETET /AL X ID [&,SYCL* APl clinfo, Rfzl& sycl-1s (0 NBIAERDES) ICLO TR
ENB ID ICHIELET.ZD ID #F DT /A ADRFEDT A T THOEDVHEDS VA
LAEYR—FTINICEFEEENHDERA. JOTTLNFEDOEL IS —
gpu_selector &) ZFEMAL T ONEAPT DEVICE SELECTOR D7 /LA—TERIan
127 )\ A 2 BKRIT B NN AO—NKT,

EHAIC DL TIE, GitHub* [CHBIRIBE MDA ESRL TEE L,
https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md (3z5)

RDESRMEEEHET,

. opencl:cpu - F|AAEEEIARTH CPU /{1 RXT OpenCL* T 51 LDH%
FRLET

. opencl:gpu - MAAEELEINTD GPU /N1 X T OpenCL* T 1 LDH%
FRALET

. opencl:gpu:2 - GPU T&Hd 3 FEHDOT/\AATDHH OpenCL* T/ 51 LD+
EERALET

. level zero:gpu:l - GPU T&Hd 2 EEOT/\AATOHLAN)LEZOZTVHA
LADHEFALET

. opencl:cpu, level zero-CPU F/\AXTlE OpenCL* V51 LDH%FER
L HR—kSNBET /A XTI EOS Y1 LEFERLET

FIAWNFATEGINTOSVIALET I\A REFRALET

ONEAPI DEVICE SELECTOR

COTINA RBRBEBZEHICEOT, SYCLY R=RDT7FUT -3V OETRICHEA
T2TNAADBREHBTEET T /A AZRFEDIIT (GPU 7 o5 L —5—)
Frelz/\woOT VR (LRILEZO OpenCL*) ICHIRT BDICRIEET . DT /AR
BEIRDO XN ZXAIF, ONEAPT DEVICE SELECTOR Z BEETMIX23HDTT .
ONEAPI DEVICE SELECTOR MDMEXIE OpenMP* LHBEINTHD, 7/ A% #E
[CLFETFHELWVEREIE, https://intel.github.io/llvm/EnvironmentVariables.html
(HFE) =2RLTIZSL,

SYCL PI TRACE

COREBREF FVIMLDOT/I\vIHNEBMNCLET,

f&:

. 1-SYCL* T304V eT A D MGHENERSNe e = RELEFT
. 2 -S| HEEROEEAET SYCL* API PO LAERSELET

. -1 -FATEEGEINTORL —AERELET

FI A R

118



https://github.com/intel/llvm/blob/sycl/sycl/doc/EnvironmentVariables.md
https://intel.github.io/llvm/EnvironmentVariables.html

A4 FIL® oneAPl YO0 S =00 1R

RIRZEH S

ZE_DEBUG CORBERIZ SV LNERSNEBRICLILEO- NI TV R0 T /Ny I
EECLET U TNBESNFT,

. L)L 0O AP OFEOHL
. LAILEOrRY ~ER

B FRDETERNIZEY (BR)
FIAI b ERD

6.3.1.1.3. HR—rEIIFOZMIBEHREENTIIRIEEN
LAILEO- /I \WOTY RIE EEEAFHIHL CEMAEZIET VKOO DRBEHARMLET,

LANLEOMKR OT7-TOISEV T AR
https://spec.oneapi.com/level-zero/latest/core/PROG.html#tenvironment-variables (%58)

e IANIEOMER Y=L TOOSEZ VT AR
https://spec.oneapi.com/level-zero/latest/tools/PROG.html#environment-variables ($2£8)

T I\ I IEFROEBINUY — A&, ETREEIEERI I/ IILAOT) BFIC LANLEOFREIE OpenCL* \voIT VR
(OpenMP* A7 0O—FR& SYCL*/DPC++ SV LATEASND) ICLoTHNMEEND AV TIL® TS5 T71v IR0
VI SRS NET A VTIL® IS5 T4vOR AV I\ A= =TV rOATO—RFT /A AEIFTOET
FRAI-RZ4EHLET REZHOREGTUX I\ (& https://github.com/intel/intel-graphics-compiler/blob/
master/documentation/configuration_flags.md (358) Z#2RL TSV N\ T A=YV AOMREE T /I\W I T DR
[CRRBEIZDDIEIRD 2 DT,

e IGC ShaderDumpEnable=1 (F7A)LEIE 0) [CE2T AVFTIL® TZTavORAVIAZT—NERTD
INTO LLWM, 72> TU— EXO ISA O—FDY /tmp/IntelIGC/<application name> I[CEZTIAFE
nExd,

. IGC DumpToCurrentDir=1 (T 7AJLFIE 0) [F,IGC ShaderDumpEnable ICKDTEMINDITNTD
J74M)% /tmp/IntelIGC/<application name> [CEZFAHFET . ZHOT7MIILNERSNDTEEN
Noded, —BFT1L O —ZERT D EAHELEFT,

oneAPl DEGZ/\—T 3BT OpenMP* AT70O—R® SYCL* A7O—R- 77U —23>vn/\TA—< > AN
BN ELCLDBEBE. ER2INAT—-AFVavaFERLED . TNV A—%RFERITDRE,
IGC_ShaderDumpEnable ZBRICLTHR I 7ML ERHITIMENHDERT . EMMEDFMMIC DL TIE,
ToneAPI 517 ZU—mERME =S RL TS,

6.3.1.2. Az7O—-kK-15—t7+vY—IL
A70-R-VILDOI7BEBICHHFAETNTLNDT/I\WH—EEZMBERICMI T ATO—R N1 TS1ENLTE

EENd APl FOHLET—AEERITDIDITERTIT . LNILEZOTIH, 7FUT—3 D onetrace Field
ze tracer WV—)LO5|IHELTETSNBIEE. 7T =3 vDLNILEOOIFIEZLGEIHENA VY- Tan
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https://spec.oneapi.com/level-zero/latest/core/PROG.html#environment-variables
https://spec.oneapi.com/level-zero/latest/tools/PROG.html#environment-variables
https://github.com/intel/intel-graphics-compiler/blob/master/documentation/configuration_flags.md
https://github.com/intel/intel-graphics-compiler/blob/master/documentation/configuration_flags.md

A4 FIL® oneAPl YO0 S =20 1R

RESNFET,OpenCL* TlE, OpenCL* HFOHLZEA VY-t T L THET ST 5U—% LD LIBRARY PATH

[CEMLT RBZEHZEREL 771 IILA\DZKIEIRE N ZEHIHTETET, E/z, onetrace Fizl& cl_tracer ZFAL T,
77UT =230 OpenCL* AP FOME LOEHESFFERELIN—F TR EHTEEI . CTH, 7 VT -3

~/|& onetrace ¥ cl_tracer Y —JLADSIHE L TEITSNFET,

63.1.2.1.  OpenCL* PFUT—YaynIYy—Th-L1v¥—

ZDTMTZU—IE SYCL* EFfzld OpenMP* A7 O—R®M/\wO TV RELT OpenCL* BMERSNBIEEICT /Y
TBRYNTA—=T VAT —=9ENELFET,OpenCL* H' SYCL* F/zlE OpenMP* A7 0O—RD/\WI LY RTHD
SE.COV=ILIENYT7—DA—=NN=F1 = XEU=—U—=T RAVI—DR—EE&EHL VI L T5—:
Ayvtz—IDEDFLWVIETRZRMLET (CPUFPGA, Fizld GPU DWLVITNH\DETE T /A A THIIBEICTNLD
RIREA M CEE ). OpenCL* /\WO TV RAEFHAIZTOTSAT onetrace ZHAITRIEE®. LALEO /Ny
DIV RZEFERTSZTOTTAT OpenCL* 7 UG -3 -S4 TSU—DA V-~ LAV—%FHIT D56
[Tl EDEKIEFVWCEITFRL TS,

EBimoUuy —2X:

e OpenCl* 77UT—23vpAV—t b LAV—OEIREFEREICEBITZEZEBRIE.
https://github.com/intel/opencl-intercept-layer (258) Wo AFTEET,

F: BEREOERABBICIZIRODTISTEFEALT cnake Z#ETLET,

| -DENABLE CLIPROF=TRUE -DENABLE CLILOADER=TRUE

«  EEDY—IL (CLintercept) ICEET BB IL, https://github.com/gmeeker/clintercept (&) BN
https://sourceforge.net/p/clintercept/wiki/Home/ (3258) TAFTETEY,

e OpenCl* 7FUT—oarvopA 59—t LAV —0&lICEEY 215K (E, https://github.com/intel/
opencl-intercept-layer/blob/master/docs/controls.md (&38) [C&HDFET,

«  GPUMREICEET 21EMIL, ToneAPI GPU REIL A Ry (335 | HAZE)D\BAFTEET,
6.3.1.2.2. GPU @IF7O7 71 IV —ILD1 >V —T 1 X (onetrace, cl_tracer 5LV ze_trace)

OpenCL* 7 UGS —23vpAV 59—t LAVv—@BKIC, TNy —ILiE LA)LEON SYCL* Fizlx
OpenMP* N\WO TV RTHIISEICT/I\WIBLN/TA—T VA T—=9%PNELFET, LAN)LEZOE, GPU TEIT
SNBETEON\YI IV RELTOHFATETZEITFRELTZaW RIFRT.CPU & FPGA miFoLAN)LEZ0O-
INVO TV RIEHDFERA). onetrace WV —)LIE, https://github.com/intel/pti-gpu (2£58) 1CH2D GPU EIFm 7O
7)Y —IL A5 —T( R (GPU @IF PTI) 7OV O O—ECTI . cnFOI oI LANILEOFERIE
OpenCL* AT7O—R-N\VIOLTYVRNDT7ITAETA—DHERL—RT S ze_tracer ® cl_tracer V—)LBHEEN
TWET,ze tracer BELO cl_tracer V=)L (FHD/N\VO TV RAEFERTZ 7 FUT -3 TERaNdE ED
EERLEBAD  onetrace (FMFERITZAT7O—R-/\WOT Y RICHDVDDGEATEET,

onetrace W—ILIFYV —ATEREAINTVET,, V—ILOEILRICEET2FIEIE, https://github.com/intel/pti-gpu/
tree/master/tools/onetrace (J38) ZS B L TR L\ COY—)LIZROBEEAEIRMHLET,
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https://github.com/intel/opencl-intercept-layer
https://github.com/gmeeker/clintercept
https://sourceforge.net/p/clintercept/wiki/Home/
https://github.com/intel/opencl-intercept-layer/blob/master/docs/controls.md
https://github.com/intel/opencl-intercept-layer/blob/master/docs/controls.md
https://www.isus.jp/wp-content/uploads/pdf/oneapi-gpu-optimization-guide_JA.pdf
https://www.intel.com/content/www/us/en/develop/documentation/oneapi-gpu-optimization-guide/top.html
https://www.isus.jp/products/oneapi/oneapi-gpu-optimization-guide-released/
https://github.com/intel/pti-gpu
https://github.com/intel/pti-gpu/tree/master/tools/onetrace
https://github.com/intel/pti-gpu/tree/master/tools/onetrace

A4 FIL® oneAPl YO0 S =00 1R

o MUOHLOOY: ZOE—RTIFE INTORELA)LEZDO (LO) API FERHLEZDSIH BEOIT LRIV T
NEORDEE L —ATEET , NICED KA FOT S ADNEGSNEETET /N1 AR BT BIEICH
S IBEEOHEBRNINESNET,

o RAREFINARDIAZ VT TARTH AP IERE OB, D —RILOEEHER, BEO07 TUT— s
VERROETIHFEERELET,

o TIARBIALTAV TR BT )I\ARTITAETA—DIMT LRI Y TR M LET  INTOIA LAY
Y 71F AL (CPU) BRI — )L TRENET,

e Chrome* FO\HLOOTE—R: chrome://tracing 7505 —Y—)L (k58) TRKZEMNTES JSON F
D AP PO LESY Y FLET,
ZOT—HNEFATO—ROBEED/NTA—T Y AOREET /\WwIIT2DICHRIEET,

BMoUY —X:

e GPUMBIIFZOTZFZAILY—IL A —T xR (GPU @IF PTI) GitHub* 703 7 |~ (325E)
e onetrace V—/L® GitHub* (%3E)

6.3.1.3. A1YFI° F1AFUE2—3V0 GDB

AV FI® T4 ARUE2—23>70 GDB 1F, 700 5 AONREERAESLOEETE 7 U —3>-7/\wH—
T 7 TUT—VaVORARBRET NI ACATO—RENch—RILOBEAE RLF/\v Ity 30Ty —
LLRAICF NI TEET DT /\WH—IE, CPU,GPU, BELU FPGA T=al—v 3V -FN\AREYR—LLET,
FoeEE LN NISRLET,

s GPUTF/\ARICEFNICESELTT/\vITIRY FEER

o« FN\YIRICIT aV/I\1Ilenfz FelFENicO—Rreneh—xILAFU—=B &g

e TJOUSLOETEEBIETEZTL—IIRAY SERE (H—RILABEAEBOm /)

s ZALYROUZRERRBEDALYR-IVFEIRNOTOEZ

o FUFATIRSIMD L—YDURRERRIBED SIMD L—YDIVFFARERLY RTEICINEX

s BHORLYRESIMD L—-OVFFROIEDFME

o LIRS EORBLESE

. RVVEMPEBTEVIIL

o BHNOHLRAYYIDORREFTET —K

o V=REMBLNILDATY TET

o FELEBLUOINRTELEOFTN\YIE—R

o AVFILY Oy —bL—REFERLEETORER (CPU D)
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https://www.chromium.org/developers/how-tos/trace-event-profiling-tool/
https://www.chromium.org/developers/how-tos/trace-event-profiling-tool/
https://github.com/intel/pti-gpu
https://github.com/intel/pti-gpu/tree/master/tools/onetrace

A4 FIL® oneAPl YO0 S =20 1R

AVFI® FARARUE -3 VM GDB OEME REFAXY DUV IIE T4V F )L F42ARUE -3 V!
GDB BA AR (Linux* iR)s (ESB) Feldfr>FIL® T4ARUE2—3 70 GDB B A -+ R(Windows* hR)s (2
E) ASRLTLES L,

6.3.1.4. A70—FM@EIFL>FIL® Inspector

7E: 15 IL° Inspector |&, 1> FI)L® HPC W—)LFw k 2024.1 BIRICEFENGIGEDEL,

A>T IL® Inspector &, Y UTILEFLOTILFALYR-7TUT -3V %RET I —AITOBHAEY -8
FORLY RIS —%&HT Y —IL T BWICEMSNeATO—RI—REEITR 7 TUT =3V DRA T+
T O—FOESAMZIREET DDICHATEERT,

HIRDY — )L FEENFRGRD A>T )L® Inspector & GPU Ffzld FPGA L@fEd A 70—FI1—FOIS—%
BHITBDEIFTEERRB ATV TIL® Inspector TIE CPU &5 =5y &L TH—RIVEETITDLDIC SYCL* £
[& OpenMP* 5251 LR ET DL ENDDRT T2 ETI DHIICORDRIBEHNERET DB EDNHDET,

« CPUTIARTH—RINEEFTITBLIICSYCL* 7 TUT -3V =R ELFT,

$ export ONEAPI DEVICE SELECTOR=opencl:cpu

e CPUT/I\AATH—RIEETITBDLDIC OpenMP* 7 TUT -3V %R ELFT,

$ export OMP_TARGET OFFLOAD=MANDATORY
$ export LIBOMPTARGET_DEVICETYPE=cpu

e JTOVINAS—FIES VM ALTI—RETERL—XBRICLET,

$ export CL_CONFIG USE VTUNE=True
$ export CL_CONFIG USE_VECTORIZER=false

ROWTNHDOIYY REFERLT, I Y RSAUH\BETERIBLET .17 IL° Inspector DT ZT71H)L-1—
H— AV —T A ADSBEBTETET,

e XEU—iinspxe-cl -c mi3 -- <app> [app_args]

. ALY Kb inspxe-cl -c ti3 -- <app> [app_args]

RO PR L CTERZERRLET.

$ inspxe-cl -report=problems -report-all

SYCL* %® OpenMP* A7 0—RFOTZ AN OpenCL* I\ TV RICARIEGRA V=% ELIED 2o ALY R
MBIV I TV RICRIEGRA VA —EETIEE . 1T IL® Inspector |ERIBAEELET . NIX 7V —1T
LAV—OFN\vH—%FRALTHEZ R DIIBENDBBEZFIEENHDET,
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https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-debugging-dpcpp-linux/top.html
https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-debugging-dpcpp-linux/top.html
https://www.intel.com/content/www/us/en/develop/documentation/get-started-with-debugging-dpcpp-windows/top.html

A4 FIL® oneAPl YO0 S =00 1R

1> F)L® Inspector 1—H—7H R (Linux* R)s (3&38) F/el&l1>FI)L°® Inspector I—H—H1 K (Windows*
hi2)s (3258) CaElZSIRTEEY,

6.3.2 A7O0—FUOEDOKL—X

GPU ICEtBAEATO—RI2700 S LN MBS NDIEE. 7O S LAOERTICEET LDV IR—RY LHE)
ELET VYV VIEREFEOI—RAETY VKEOI—RICOV/IMILL T—FE/1FU—%F /N1 AICTE—L T,
ERARIMENDDET , ZZCTlE, ToneAPl T/\w Y — )L CHBLEY—ILEFERLT. INTOFTIT1E
FA—%~L—ATBHEERLET,

6.3.2.1. H—RILEEERM

A70-—RIO—REF/I\AATEFTIDEIIC XV VIEKEOD—RILES—=TY T INAR@IFICOVINAILLT
O—REF)\ARCOAE—TBILENHDET . COA—FRILOEY 7Y TEHENEBSINTULVEVWE RVYFI—D
HERMICLIEDESDEDTBAEMENDDET IV ARV IA OV INAIVE AT7O—R-FFUT—3>0 07T
NI IOBEZS| SRITENHDET,

OpenMP* A70—R7OJ S5 ATIE RIEZH LIBOMPTARGET PLUGIN PROFILE=T[,usec] ZHEIT DL,
ZA70—RJ—F ModuleBuild OEI/LRICHBRIEENBESNET, CNETOT S LOETREDAELRL
ES:IN

SYCL* A7O0—RZ7OTSATIF =IOty 7y TR Z ¥R 2DFSBICEE#ICRNET,

o LANJLEOFREIF OpenCL* BV/\WO IV RTHDIHH, onetrace W ze_tracer Ko TRENBT /N1 ADHA
SVTEIA LTIV A—RILDtY 7Y TREERDONET,

e OpenCL* W\wO TV RMIBE, OpenCL* 7 FUT =3I /-t LAV—%2ERLTERE
EN8 9 5 M IC, BuildLogging, KernelInfoLogging, CallLogging, CallLoggingElapsedTime,
KernelInfologging, HostPerformanceTiming, HostPerformanceTimeLogging, ChromeCallLogging,
Feld callLoggingElapsedTime 7 U %R ETETHE I onetrace  cl_tracer K> TRENZT /N
AADIAZVITEROIIA LTIV A—RILOEY R7Y TREZERHEEHTEET,

CD55EICKD, LTBOMPTARGET PLUGIN PROFILE=T [C&D>TCRINDBEHREMETETET,

AVFIL® VTune™ 07715 —0H—R)ILDOty =7y TiREEFEFT T2 5E0OFMIC DL TIE, Tlinuxt 1—Xx
VRN 2B T 2188 LTS,

6.3.2.2. N\vI77—0E, Y1 X, BLOIE—DER

Ny T 7—DMERS NI ER S NE/\y 77— BEFOZNSNBRIHESN N FLEEITERBLOBEES
NeNemMdelF A0 7TV -3y T1— UV A% mBIt T2 L TEERBEELGRDEITLHL,
OpenMP* ¥ SYCL* REDBLN)L-TOT S =V I EE LRI 2156, eN5IEM T LOBRETRV I REENHD
1—9-hno/\vI7—0ERFRESNET.
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https://www.intel.com/content/www/us/en/develop/documentation/inspector-user-guide-linux/top.html
https://www.intel.com/content/www/us/en/develop/documentation/inspector-user-guide-windows/top.html
https://www.intel.com/content/www/us/en/develop/documentation/inspector-user-guide-windows/top.html
https://www.isus.jp/wp-content/uploads/vtune/2022/help/GUID-D7D2B2E3-9182-4646-BC25-A66B41EF70AE.html
https://www.isus.jp/wp-content/uploads/vtune/2022/help/GUID-D7D2B2E3-9182-4646-BC25-A66B41EF70AE.html

A4 FIL® oneAPl YO0 S =20 1R

ST, FOT 5 LAOERITRIC LIBOMPTARGET DEBUG $H4&UN SYCL PI TRACE RIBEHAMHL T /Y
J77—ICEET RV O TAE T — % B CEE I, LIBOMPTARGET DEBUG |, SYCL PI TRACE KNHZLDIEER
ERPLET (EeNle/\wT77—T7 RLREYA X% L R—F),sYCL_PI TRACE | APl HOHLZLR—F33
RIFTHD Ny T7—=T RLAP YA XCETIERIFEENFTEA.

BLANILTIE LANIILEOD/\WwD T REFRTBDI5E . onetrace *® ze tracer OFNELOTE—RIE 3I#%ES
CINRTOLANNLED API FOHLICETZBEHRERBLETHAIF . Ny IT7—1ERFOHL
(zeMemAllocDevice &) T T /A REOBTESINDIER/\W I 7—DT A XERETETBRHEIDIENLDH
NFET ,onetrace & ze tracer &, T/ \ A XA LT/ E—RTINTOEOLNILT/NNARABEDT IFAET 14—
(ABU—BEEED) &YV TITRTENTEFT  7IT7ET7—EIC B (AR VY RURRA)EE (Fa—\).
AR TRBZRETEET,

OpenCL* WN/\w O TV R®MIEE . OpenCl* 7 XU =23 vA V59—~ LAV—%ERITDIEIC,
CallLogging,CallLoggingElapsedTime, 5K} ChromeCallLogging 7T %EKEL TCRBKDIEHRZEES
TEFEJ ,onetrace ¥ ze_tracer OIFRHELOTE—RIEL, 51 HAEETINTD OpenCL* API O LICET 2153k
RMLET, FEEEBEKIC, onetrace & ze_tracer ZFRT 2L, T/\ A R HA LT -E—RTIRTD OpenCL*
FTINARABEDT ITAETA— (XAEU—BEEZD) 5V SIT2ENTEFT,

6.3.2.3. AHIEXREE

BT —YEEREEN—RIVETRBEERT S CEF ERSN TV T /NI ANOAEOA 70— FNEm TH
DT B CENERICIFDIENHDET,

OpenMP* A7 0O—R 70747 5 ATIlE, LIBOMPTARGET PLUGIN PROFILE=T[,usec] ZREJI D& . EILR
(DatalAlloc) A 70— RF/\1AAD5HEHD (DataRead), BEVEFIAH (DataWrite) ICHBRIFEHNLA—RS
NFR9 (fereLastel s

SYCL* Z£ 9% C++ TOT S LDT —FAREEHIRT T 2DIFSSICREICRNET,

o LANJLEOFREIF OpenCL* B/ \WO LY RTHDIHE, onetrace ¥ ze_tracer Ko TRENBZ T /N1 ADHA
SVTEIALTA VDD, BFt T —FERERFEZE KRHONFET,

e OpenCL* W\wO IV RMi5E, onetrace Ffzld cl tracer Z{ERTBH\, OpenCL* 7 TUT -3V DA >
-t r LAV—ZFBLTEBHRZEEB T DKIC, Buildlogging ., KernelInfologging .
CalllLogging . CallLoggingElapsedTime  KernelInfolLogging , HostPerformanceTiming .
HostPerformanceTimeLogging, ChromeCallLogging, £/2ld CallloggingElapsedTime 750 %

HRECTSTES,
A4V F)L® VTune™ 7O7745—hA—XILOty 7y TEBEBRIFTT I HEOFMICOVWTIE 17 )L

VTune™ 707745 — 21— —HAR30D'GPU AT O—REwT, TRy ARy k- LiR—k, TGPU 5tE/XF177-
YRRy ~Ea— 128 RBLTLES,
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https://www.isus.jp/wp-content/uploads/vtune/2024/vtune-user-guide/index.htm
https://www.isus.jp/wp-content/uploads/vtune/2024/vtune-user-guide/index.htm

A4 FIL® oneAPl YO0 S =00 1R

6.3.2.4. HN—XRIETHIHE

OpenMP* A70—R702 5 ATId, LIBOMPTARGET PLUGIN PROFILE=T[,usec] ZiREIT DL ATO—RS
NEINTOA—FIL (Kernelt.) DEFETRBENBRESNET,

SYCL* ZfE I A 70— FA—X)LAEIT:

e LALEO F#fzlE OpenCL* /\wI IV RTIE, onetrace ¥ ze tracer OF/N\A A A= -E—REFEH
LTINRTON—RILOT/I\A ATOETREZEETETET,

e OpenCL* 1t/\wO T RMIFE, onetrace £/zl& cl_tracer ZFERHI 2N\, OpenCL* 7 FUT -/ 3> D1
H—t T LAV—2FERLTEREEE T IRICORDT ST %R ETETET: CcallloggingElapsedTime,
DevicePerformanceTiming, DevicePerformanceTimeKernelInfoTracking,
DevicePerformanceTimelLWSTracking, DevicePerformanceTimeGWSTracking,

ChromePerformanceTiming, ChromePerformanceTimingInStages,

AV FILeVTune™ 70774 S —DH—RILOETRERAZRFTI 2 5E0HMIC DL TIE T >F)L° VTune™ 7O
I7A4Z5— - —HA R 7o L —5—@iFTIL—7 ,#8B LTI,

6.3.2.5. FTNTIABD—RIDFOHIN ALYREREREINDIES

BEICESTICIF AT7O—RA—FRILOMER SN, ETAERRIRT DHVEDRICT /INA ANEESNDZENHDET
(BRI T—RILOETICHEIZINRNTCOT = EHIEDERESNITEICOH),

A7 TAARUE2—3VD GDB #FEALTT /\A AAN—RILICTL—ORA Y R ETETFI.ZL T,
A—FRILSIHDORE ALY FOEMEWEDER, - FROIRAEDAL Y FOMNBE JARKRTR (info thread &
) RENITAET,

6.3.3 A7O—-FUOEOTN\YVS

6.3.3.1. BEBA3SUVIYTLFEIZIHEST NI ATET

A70—-R7005LNERICETSNED O ERSNITBRNELRVIGE, LLEBRNE SR ES O S
%lF, OpenMP* 77 FU%S —2/3>Tld LIBOMPTARGET PLUGIN & OMP TARGET OFFLOAD RIBEZEH % Ffc
SYCL* 77U —</3>/Cld ONEAPI DEVICE SELECTOR RIBZ#ZFAL T BINDZVHA L (OpenCL* &L
ILED) FEIFFET/NAR (CPU & GPU) TP FUT -3V RITIBETI R TV/I1LBTHIEINDS

T—IF FEAEDIZE VI LOBBELTHIRR TEET . ZLTCT /A ABETHESND IS —OAT 2 F
RN\—ROI7OREEHFRTCEET,

6.3.3.2. CPUZEfT&ET/N\vYJ

A70—R3O—F% CPU TETIBICIF RARERE OpenCL* @ CPU X\—=T3> LD 2 DOATY3aVH&HD
FIIARERF ATO—RI—FORATATERTHD AT7O—RSNBEVI—FERLEIICTNYITER
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https://www.isus.jp/wp-content/uploads/vtune/2024/vtune-user-guide/index.htm
https://www.isus.jp/wp-content/uploads/vtune/2024/vtune-user-guide/index.htm

A4 FIL® oneAPl YO0 S =20 1R

J,0penCL* @ CPU /\—=3VI[E OpenCL* SVHMAET—RERTOCRZBBLEITH, FHEMIC1FILe
oneTBB T VAAATEFTSINDBEDIIY I—RICIEDFET HEDIRLETH, CNICEDEBNIRLAR 7Y T U—
EMFIB AN Z X LDOT N\ I BIBNRHEESNTUVET RAVI—IEFAIVIRIKIC T OCATE T Y% B
SBTCEFRT . F ARL—FTA VT VAT - TOCAOBEDLRZBR D XE—FHIRIEZHDFEE A,

CPU AT7O—RETOIT—ZRHELTEIET SE GPU ATO—RETTHRLETDIIS—LDDIFINCTLRNE
NTIS—ZBRTE GPURFDDT7 I L —F—NEHcNeY AT LRI IBEDREDET,

OpenMP* 7 U —2/ 3V CRALEREABR I BICIE, target £/2ld device BEHBIBRL T, BEDRI
OpenMP* J—RICEE R FI, LIBOMPTARGET PLUGIN=0PENCL MEZEIN, GPU A7 O—RNERNITGDE,
A70—RIO—R[E OpenMP* S5 A L TEITSHN, A>T )L° oneTBB NlliFIIEZIT\ET,

SYCL* 7FU4—2/3>C ONEAPI DEVICE SELECTOR=host ZFRETDENART/NARIFYVITILALYRT
ETETVWET . CNF T—9FACTY ROVIREALY MEOBENET IS —ORATH DN HIKT2DIC
&3 5FEJ,ONEAPT DEVICE SELECTOR=opencl:cpu ICEETDE,CPU @ OpenCL* SV LADMERSH,
> 7 I)L® oneTBB NMilliF) IR ZITLNE T,

6.3.3.3. A1YFI° F4RAFUE2—3V0) GDB #{EALT GPU {7257 /\vJ

AVFI® T4RARUE2—3>0 GDB ICDWTIE AV FIL® TeARJEZ—3 7D GDB A AR (Linux*
R)g (BEEE) £feldf1>FIL° T RRUE2—3>0 GDB 8 A A R (Windows* hiR)s (B58) ICEFLLZEINTL)
FIARGIOTVRIIDVWTIE ATV T4ARUEa2—370 GDB MU T 7LV A-3/—) (323FE) THEIC
REASNTLET 2L GDB #FARLT GPU 7 FUT—avaT/)\wId3H4%IE RARTOFIEE B TE
1258 (=8O ROEVWVAENRERGD, BENVGEVLWHINRRESNDZENHDET), ZNoOELVLO—E%EC
_THRNMLES,

T FIL® T4 ARUEa—3 >0 GDB #FARLET/\wIOF 2—~UT)L (Linux* i) (3&E8) TIE,SYCL* O
TS LDT /NIy avEREBL A—RILVRICTL—OR1V hEREL, TOJ S A%ETLT GPU [CAT
O—RLO-AJILEEEDL ALYRD SIMD L— 5 #YIDEZ CEHABEHENITZU Y TILOT/I\wTtzy
avEBNMILTVET,

WBED GDB & E#KIC, command <CMD> [C[d GDB M help <cMD> OV Y RAEEAL T, <cMD> OIFRTFA %
FHEDFET RICHIERLET,

(gdb) help info threads

Display currently known threads.

Usage: info threads [OPTION]...[ID]...

If ID is given, it is a space-separated list of IDs of threads to display.
Otherwise, all threads are displayed.

Options:
-gid
Show global thread IDs.
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6.3.3.3.1. GDBT1Y7zU7— ALYER ELV SIMD L—-VDER

TIVT—=U3VDALYRIE TNV H—ICEOT—ERRTEITRT  RRSNBEWICIF ALY E ID £XLY RO
BLELTVWBNUBNEENETT.GPU ALY FDIBE, T /\vAH—FF7 I T 1772 SIMD L—YHERRLET,

EEOBITIE GDB @ info threads ONYRTALYRERRLTCLEIN, BENGVFINTERN TSNS
EDHDFET,

Id Target Id Frame

1.1 Thread <id omitted> <frame omitted>

1.2 Thread <id omitted> <frame omitted>

*2.1:1 Thread 1073741824 <frame> at array-transform.cpp:61
2.1:[3 5 7] Thread 1073741824 <frame> at array-transform.cpp:61
2.2:[1 3 5 7] Thread 1073741888 <frame> at array-transform.cpp:61
2.3:[1 3 5 7] Thread 1073742080 <frame> at array-transform.cpp:61

GDB 2D TCAL Y RERRLET: <7V IJTUT7—FE> <AL VYREE>:<SIMD L—V/s>

BIZIERALYRID2.3:[1 3 5 7] ldA>TTUF7— 2 TEIFTINBALYR3ID®SIMD L—>1.3.5 BLN7
ZBEIRLET,

GDB A inferior (1> 7zU7 =)l . T/N\wIsnNd 70X &EBLEI . GPU ICATO—RITBZTOTSLDT
NIy avICIF B8 2 DOV 7z UT7—0emDES, 70T S LORANERITRAFT 4T AT U7 —
(ERBD1>7zU7—1) & GPU TN\ARAERTTUE— AV TUT7—, (EROA Y TTUT7—2) T AV TIL®
TAARIEa2—3 70 GDB [ZEEINIC GPU 1> 7 U7 —%4% 9 Bes SFICRIEIIMNEHDF B A,

XoEEENTDE HNIFBREODALYROBRED SIMD L—0O 0V FFXSCIHMESINET . thread 3:4,
thread :6,F/cld thread 7E® thread AX Y REFEHRALT ALY RESIMD L—2%INDEBEZ 22N TE
FIBMOITVEIEZ AL YRE3 & SIMD L—> 4 [CYINBZXFET .2 EEOIYVRIZ BEOALYRT SIMD
L—> 6 [CYIDEZXFT .3 EBEHOOTVRIE ALYR 7 [CUDBEZFTBIRSNDT 7A)RL—VIF DETICE
RUIEL—> (TZOT1 T THNIR). F2IFRALY RRTRAICT OT 1 T ldoe L=V OEBEMNIIZNET,

thread apply O~V RIE BRRICAEERIFETHNTHDIAEENRDDET (CNICED BHAERAEBITDZOT VR
NEOENEFIRLDPIENET),SIMD L—r0F /NI OFMERCDODWTIF T1VFTIL® T4RARJEa—3
>0 GDB A FRLET/I\wIDF 2—UT7 )L (Linux* i), (BEE) #E2RLTIESL,

GDB DALY REAY T UF—ICEATBFMIELL TZSRBL TS,

e https://sourceware.org/gdb/current/onlinedocs/gdb/Threads.ntml (38)

. https://sourceware.org/gdb/current/onlinedocs/gdb/Inferiors-Connections-and-Programs.html#
Inferiors-Connections-and-Programs (32z8)

6.3.3.3.2. AT Ia-—-S—nFlH

FIAINWETIZ ALY RN T L —ORA >V RCRETRE T\ H—ETL—0 "1V vk AR REI—H—
[CBINT BAEICINTDALY RAEEIELET . Z1NIE GDB IR TCEILTE—RTI IFELETE—RTIE IEFHDR LY
RNETEINB/E ALY ROEIEARY MR REINET,
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INRTELEE—RTIE ALYRIBRASNDE (B: continue AXYRTBEDLSICERT D EF/tld next OV
VRTRFTYITEITITBIHEE) FNDINRTORALY FHBRESNET ALY RMbteNe7 FUT -2 3> TERD T
L—ORAYEOERESNTVDE, TL—OMRA YV RIERELIRRDAL Y RO LY RTIFGVL AT EEMENH D e
HORELZEB<AIBEMENHDET,

set scheduler-locking OXVRZEFATIET HRAEDAL Y ROBRESNCESITIFNDAL Y RV BERESE
NIEVWEDICHIHT B EMNTEET . CNIZ IREDALY FOHFD B EETLTVRESIC IEFHNDA LY EON
A=EBEFBDICBIMTI help set scheduler-locking EANITREMAAREGRA TSV I3IVNRRSINET,
SF# (% https://sourceware.org/gdb/current/onlinedocs/gdb/Thread-Stops.html (FEE) #E B LTS,
SIMD L—=VIFERICBE TSRV EITEFRL TSV CNIENR=REZD ALY REEDICBESINET,

FELEE—ROTIAISTIE IBEODALY ROHFNBEINET  INTORLY REBRI BICIE, continue
OVYRT -a 75 0%BELET,

6.3.3.3.3. 1D EDALYR/L—V0EEHR%ZS > 7 (Thread Apply)
TOUSLAREAFEBEITZOVVRIZ BE BEODIALYRORAED SIMD L—r0aYFFACERSINET,

BHOIVTFRAOBEEABIT D ENMNBLRIEDHNET  FDOLDHIBEE . thread apply ANV RAEFERL
FIHRIELLTIEALYR 25D SIMD L—> 3-5 [C LT print element ANV REZETLET,

| (gdb) thread apply 2.5:3-5 print element

BRICCATE IBEOALYRED SIMD L—> 3.5, 8K0 6 OOV FTFIIHL print element AX Y RAESE
TLET,

| (gdb) thread apply :3 :5 :6 print element

6.3.3.3.4. TL—URL YV MELL#ED GPU O—RODRATYTEFT

GPU [CAZ7O—RaNeA—RILATELETBICIE A—FRILADY —RITICTL—0ORA >V bR ET DREIFTTI,
GPU XLy RENZDY —ZFICENET DL, T /N\VH—FETEELLTTIL—OMA Y FOREERLET, VY —AT
BATRLYREITYVITETIBICIE, step Field next AV REFERLET step IV RIFERICRT VS
1> L.next IVX Y RIEEAHMFOHLZZATY TA—=/N—=LET ATV TEITITDEIIC FHDALY RO A EREIT
B8 set scheduler-locking step ZREI D EHEHELET,

6.3.3.3.5. 1T T4 ARUE -3 >0 GDB TEAHTS DPC++ ETEXEEILR

M2 7T —30F/\WwIEERRIC,. GPU TF/\WOREEG/\A F U —&/ER T BICIE WLW<DHhDBIMT S
DHEIEETIMNENHDET M DOVTIE A VFTIL® T ARUE2—3 70 GDB B A AR (Linux* iR)s (&
E)ESRLTESL,

T OV INAIIEFTOSBICRA—RAGT I\ I % EEICT BICIE, ~g 750 EBELTCOV/\1S—0F/\WIIERE

EBMCL. 7 FUT—3v@RA e JT 3V /I\1ILA—RILO@EAT -00 75 0%IEEL CHEBlbAEINICL
FT HN—RILOTZTNF ORICEREINET RICHERLET,
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o JOUSLA®OVINAI: icpx -fsycl -g -00 -c myprogram.cpp

e JOUSLADUVY: icpx -fsycl -g -00 myprogram.o

Cmake #FRHLC7OU > ALAEEI RT B A CMAKE BUILD TYPE (D Debug 1 F&EERHL.
CMAKE CXX FLAGS DEBUG ZHIC -00 ZEBILEYT . RICHIERLET,

$ set (CMAKE CXX FLAGS DEBUG "${CMAKE CXX FLAGS DEBUG} -00")

FN\vI@aFIceE)Lrene7 7T —2avIiF BEOTU - EILRTRBL N7 TUT —2 3V KDDIEE)
[CRENDD\BIZEENHDRT 20D, T/\v H—CTEENT L, TOT S LDETRENELGORLDICHELS
NBZEDBDERT . CNICKDEENELBIHE . KRR 7T — 3> OlRE(E, 700 5 LAOETRTIFR
<EJVREFIC T AZ7O0—RO—FZZFR (AOT) OV/\MIILTBEEHELFRT (CHOES, -g -00 ZEATIEE
ILVRICEEND M BIZGE DG NET ) FHAICDONTIE MO/ (1ILOFE =S8R LTS,

GPU BITOHERI OV /ML EITOHBE F—T VT NARICHISLET NARIATHIEET DHENHOET,
RO FEFEALTIREDOTY VT AR GPU TN\A XA T 3V Z B TEERT,

$ ocloc compile --help

EBIC A—FILDOT I\ T E—RZBRCLET RO AOT 3/ \1ILDAIF KBL /A R%E5 =5 FTLTUVETD,

$ dpcpp -g -00 -fsycl-targets=spir64 gen-unknown-unknown-sycldevice \
-Xs "-device kbl -internal options -cl-kernel-debug-enable -options -cl-opt-disable"
myprogram. cpp

6.3.3.3.6. 1T T4 ARNUE -3 V0 GDB TERTS DPC++ EITeREEILR

OS5 L0 VINAILEU VDI —g 00 TS0 RFERLEST IRICHERLET,

$ icpx -fiopenmp -00 -fopenmp-targets=spir64 -c -g myprogram.cpp
S icpx -fiopenmp -00 -fopenmp-targets=spir64 -g myprogram.o

RORBEH R E L TRBIEENCL D—RILDT /Y I EREBNICLET,

$ export LIBOMPTARGET OPENCL COMPILATION OPTIONS="-g -cl-opt-disable"
$ export LIBOMPTARGET LEVELO COMPILATION OPTIONS="-g -cl-opt-disable"

6.3.3.4. GPU EfT&57r/N\v5
A70—R7IOT S LO—MEHERIEIT, RTICKRBL BINBHAIFEAC KL OpenCl* TS—HERENS

ZETY,OpenCL* 7 FUT =2/ 3>DA I — T LAV —& onetrace, ze_tracer, 5K cl_tracer ZFRL T,
CHOIT—ICHETFMBERENE CESET . NIF BRENEEORAZRET DDICERIEET,
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6.3.3.4.1. OpenCL* 7 U —o3a>n1 59—t 7+ L1v—

ZOTM7SU—%FEATBIBE . Buildlogging, ErrorLogging, 8L USMChecking=1 A7 3VAFERL
TIS—DRAZRETCETET.

1. ROTFA%EED clintercept.conf 77 MILENR—L-T1LOR)—=ICIERRALET,

SimpleDumpProgramSource=1
Calllogging=1

LogToFile=1
//KernelNameHashTracking=1
BuildLogging=1

ErrorLogging=1

USMChecking=1
//ContextCallbackLogging=1

// Profiling knobs KernelInfoLogging=1
DevicePerformanceTiming=1
DevicePerformanceTimeLWSTracking=1
DevicePerformanceTimeGWSTracking=1

2. RDEDIT cliloader AFERL T TS -3V %ETLET,

<OCL_Intercept Install Dir>/bin/cliloader/cliloader -d ./<app_ name> <app args>

3. ~CLIntercept Dump/<app name> 7 A LU FJ—TROER=HERLET,

- clintercept report.txt: 7O771ILOER

- clintercept log.txt:OpenCL* DREREET/\WvI T BRRICERSNS OpenCL* FOH LOT

RDTFAE CL _INVALID ARG VALUE (-50) TIYHAAIS—WEELLTOTSATERSINZOT T7
TILDBID—E T

<<<< clSetKernelArgMemPointerINTEL -> CL SUCCESS >>>>

clGetKernelInfo( 2TSZZlOouter coreiP5mesh _iledpct type 1lcOe35l6dpct type 60257cS2 S2 S2 S2 S
2 82 S2 S2 f82 52 _S2 82 1ENKUlRN2cl4sycl7handlerEEl97 >45clES6 _EUINS4 7nd itemILi3EEEE225-
>13 ) param name = CL_KERNEL_CONTEXT (1193)

<<<< clGetKernelInfo -> CL SUCCESS >>>>

clSetKernelArgMemPointerINTEL( ZTSZZlOouter coreiPb5mesh il6dpct type lcOe35ledpct type 60257
cS2_ S2 S2 S2 S2 S2 S2 S2 £S2 S2 S2 S2 iENKUI1RN2cl4sycl7handlerEE197-

>45clES6 EUINS4 7nd itemILi3EEEE225->13 ): kernel = 0xa2d51a0, index = 3, value = 0x41995e0
mem pointer 0x41995e0 is an UNKNOWN pointer and no device support shared system pointers!
ERROR! clSetKernelArgMemPointerINTEL returned CL INVALID ARG VALUE (=50)

<<<< clSetKernelArgMemPointerINTEL -> CL INVALID ARG VALUE

ZOBE IROENRTS—DFT/I\VIIC®IEET,

. ZTSzZ10outer coreiPS5mesh
. index = 3, value = 0x41995e0

DT —HICEDEDA—RILICEEDH D\ RicEDSIMICHELNH NI DH\D ZDIEHZRETCTET .
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6.3.3.4.2. onetrace, ze_tracer, XV cl_tracer

OpenCL* 7 U —2/3>mA V5 —t Tk L1V —EEERIC, onetrace, ze_tracer HE cl_tracer W—JLIELA
IWEODZTVIMLIS—DRRAERHTDDICERIEET,

onetrace F/fzlE ze tracer W—ILEFERLTLANILEOICHITIEBEORANZRREZFELET (cl_tracer (&,
OpenCL* DREEDRIBRDIREAZFET DDICFERASNET),

1. MOHRELOTE-—RTTFZ7 VT =3 VEETLET Y —ILOENE T 7AILICUSAL ORI B HREL
ESCIN

$ ./onetrace -c ./<app_name> <app args> [2> log.txt]

ze_tracer POV Y FHEKKTI ;onetrace & ze tracer [CESMZXBDEITTT,

1. [FOHULRL—XZERLCIS—2RELET (Log. txt) RICHIERLET,

>>>> [102032049] zeKernelCreate: hModule = 0x55a68c762690 desc = 0x7ff£865b5570 {29 0 0 GEMM}
phKernel = 0x7ff£f865b5438 (hKernel = 0)
<<<< [102060428] zeKernelCreate [28379 ns] hKernel = 0x55a68c790280 -> ZE RESULT SUCCESS (0)

>>>> [102249951] zeKernelSetGroupSize: hKernel = 0x55a68c790280 groupSizeX = 256 groupSizeY =
1 groupSizeZ = 1

<<<< [102264632] zeKernelSetGroupSize [14681 ns] -> ZE RESULT SUCCESS (0)

>>>> [102278558] zeKernelSetArgumentValue: hKernel = 0x55a68c790280 argIndex = 0 argSize
pArgValue = 0x7f£f£865b5440

<<<< [102294960] zeKernelSetArgumentValue [16402 ns] -> ZE RESULT SUCCESS (0)

>>>> [102308273] zeKernelSetArgumentValue: hKernel = 0x55a68c790280 argIndex = 1 argSize = 8
pArgValue = 0x7f££865b5458

<<<< [102321981] zeKernelSetArgumentValue [13708 ns] -> ZE RESULT_ ERROR INVALID ARGUMENT
(2013265924)

>>>> [104428764] zeKernelSetArgumentValue: hKernel = 0x55af5f3ca600 argIndex = 2 argSize = 8
PArgValue = 0x7ffe289c7e60

<<<< [104442529] zeKernelSetArgumentValue [13765 ns] -> ZE RESULT SUCCESS (0)

>>>> [104455176] zeKernelSetArgumentValue: hKernel = 0x55af5f3ca600 argIndex = 3 argSize = 4
pArgValue = 0x7ffe289c7e2c

<<<< [104468472] zeKernelSetArgumentValue [13296 ns] -> ZE RESULT SUCCESS (0)

Il
©

ZoBoOTICIEROT—INRSNTVET,

o RBREORRACZZLAN)LEDO AP FOEL (zeKernelSetArgumentValue)

 REDRA (ZE RESULT ERROR INVALID ARGUMENT)

e SIHAVTYIR (argIndex = 1)

o RIEIGMEDISFAT (pArgValue = 0x7f££865b5458)

o A—FILI\VEIL (hKernel = 0x55a68c790280), CORBAREINIEA—RILEZERLET (GEMM)

7)) A\DOUSA LI AT 3V AERLT INRTOHED (ZFUT—3avodh + V—ILOEH) # 1 D0
ARU—=AICH Y TTBET INEZELDBEREREB CETET E—DARI—AICY Y THTOIZET. 7TV —
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YV3vVOBEAICEET SIS —DRAZRFET dDICHRIDIENHDERT (BIRIF, 7TVT -3Vt EEtE
DD TT—ATIT—NRELTVIRENDINDET),

Level Zero Matrix Multiplication (matrix size: 1024 x 1024, repeats 4 times) Target device:
Intel® Graphics [0x3eab]

>>>> [104131109] zeKernelCreate: hModule = 0x55af5f39call desc = 0x7ffe289c7£80 {29 0 0 GEMM}
phKernel = 0x7ffe289c7e48 (hKernel = 0)

<<<< [104158819] zeKernelCreate [27710 ns] hKernel = 0x55af5f3ca600 -> ZE RESULT SUCCESS

(0)

>>>> [104345820] zeKernelSetGroupSize: hKernel = 0x55af5f3ca600 groupSizeX = 256 groupSizeY =
1 groupSizeZ =1

<<<< [104360082] zeKernelSetGroupSize [14262 ns] -> ZE RESULT SUCCESS (0)

>>>> [104373679] zeKernelSetArgumentValue: hKernel = 0x55af5f3ca600 argIndex = 0 argSize = 8
pArgValue = 0x7ffe289c7e50

<<<< [104389443] zeKernelSetArgumentValue [15764 ns] -> ZE RESULT SUCCESS (0)

>>>> [104402448] zeKernelSetArgumentValue: hKernel = 0x55af5f3ca600 argIndex = 1 argSize = 8
pArgValue = 0x7ffe289c7e68

<<<< [104415871] zeKernelSetArgumentValue [13423 ns] -> ZE RESULT ERROR INVALID ARGUMENT
(2013265924)

>>>> [104428764] zeKernelSetArgumentValue: hKernel = 0x55af5f3ca600 argIndex = 2 argSize = 8
pArgValue = 0x7ffe289c7e60

<<<< [104442529] zeKernelSetArgumentValue [13765 ns] -> ZE RESULT SUCCESS (0)

>>>> [104455176] zeKernelSetArgumentValue: hKernel = 0x55af5f3ca600 argIndex = 3 argSize = 4
pArgValue = 0x7ffe289c7e2c

<<<< [104468472] zeKernelSetArgumentValue [13296 ns] -> ZE RESULT SUCCESS (0)

Matrix multiplication time: 0.0427564 sec Results are INCORRECT with accuracy: 1 ...

Matrix multiplication time: 0.0430995 sec Results are INCORRECT with accuracy: 1 ...

Total execution time: 0.381558 sec

6.3.3.5. IEZM%

AT7O0—RIO—RIZ EBHENCEEFET A ATREDBREMNERLIBIT 2N —FRIL, Feld—EBOA /S A—
F—hoREDIBIREENTIRICHBEINET . ZNEDT—RILNTS VI a2TFBeHlEITaNde, E<Di5
A ELUWVEENESNTULVREWEZTOT S AETONRDETHRBLET,

ZDEIFIEE . EON—FRILD B REREEH L TV BIHEFET DDITHREETT S ciEREERITDN—RIL%E
BEITDHEELT. 7OUS L% 2 BETIBIENEZIONET . RAIFIHRAN-ADEEZEITL, 2 BBEIEA
TJO—RERZRITLTINTON—FIL ELFERDT71IL) DADEEDZEEBLET ORIC FERELERLT,
EON—RILDNFEHLGEWVERZERL TLVDINERLET FEDTI 7OV T AT7O0—R/\—ROxzT7OREIB
FoRA T TOBEDRVICED FERORED 1 HHLLE 2 M RA NI —REEZDTEEMNHDET),

BoiERAEM T DN —RILDEESNES 1 VFIL® ToARIJE2—T3>v0 GDB #FRALCRAZFEELE
I ENBREFAEREF X EADUVDICDWTIE TV TIL T RARIEa—3 >0 GDB A{FERLIET /Wy
TDOF2—EUT7)L (Linux* ki)g (3238) Z#SRL TS,

SYCL* & OpenMP* [ZE¥BEEHATO—RSNEA—RILRTIZED UV R X Z XL (SYCL* & C++ OpenMP*
Tl printf, Fortran OpenMP* A7 0—RTld print * 738) ZFHTETET . CNAEFRL T ETHPOEEEHE
RTCEFEIT HAOTOALYRESIMDL—=2ZTUV L, UV RN BBHRN TU Y REIC—EMEFDLSIC E
HIXNZXLZEMT DR L TLESVW ANI—LAD TR =ZFERLT DPC++ TRKODZ E=TTOHIE,
ToneAPl GPU &b RiscEH SN TLIET ,OpenMP* A7 0O—R@EIFD SYCL* MERBARROT 7O—F %iE
HATEEd,
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OpenMP* F«LOF«7%FRALTT7 FUT —2aVICHiF|MR%BINT 2 5 A0FHEIC DLW TIE TV 7 LY —)L
[C&2 OpenMP* 77 FUT —2/ 3> MA 70— RexBEL ) (RER) Z#2RBLTIRSL,

EVR:SYCL* A—FRIL Tl printf (FLEMNICHEDAIEEENDNDET, BMEICT BIEHRID
<OO%EBMLET,

#ifdef  SYCL DEVICE ONLY
_ #define CL CONSTANT _ attribute ((opencl constant))
#else
#define CL_CONSTANT
#endif
#define PRINTF (format, ...){ \
static const CL_CONSTANT char format[] = format; \
sycl::ONEAPI: :experimental::printf( format, ## VA ARGS ); }

{EE F 5l PRINTF ("My integer variable:%d\n", (int) x);

6.3.3.6. [&EH

SYCL* &7zl OpenMP* A 70— REBOESIEFENRRETIT 2V /ALK T L, 7O T AIFITS—THR
TLFT,

SYCL* TIFERIOV/\MILEaNTLV B EZHETERIEE, OpenCLr /\wI IV R&EZERLT OpenCL* 77U
T—=230A V=T~ LAV —%FERATIE BN IS /FDON—RIEFETET D ENHOFET,

OVYIIo—IF ETPRICOTVIVANRELED T5—XAvz—I MR RSNBZENHDET . CNITIEPATH
EFENFET:

o BoffaVIFARIIETR/INYIr—HEA—RILITETIES

. this MAVAI—ADSABERTIFELA—RIVITETIES

o FIARZRNYIT7—TIFE<HRRA R/ T 7—&ETIHE

o N—RINTEAINGLLTH MBI NTUVGULWIRNT VY —%ETI5E

AVFIL® TAARUE -3 >0 GDB (Ffeldk17+47 GDB) #FAL CTEERAETE I D E T EMSNEIN

TOAVTFRAROT RLRAZEZFBLTATO—RA—RILITESND 7 RLANELWLWI Y FTFRSIET BH\HER
TEEIBRIC.EHOTRLANZENEZETCISRATEHES BHBEEDOT7 RLRE—HTBINERTETET,

OpenCL* EIDHETHOA VY-t~ L1V —&E/zl&, onetrace/cl_tracer ZFA LT EBE/\WI T REEIRY
BINN\Y T 7—ETRLRAER L —ATBEDBBERIENHDVET, OpenCL* NI TV REREATDIHE.
Calllogging,BuildLogging,ErrorLogging ESENON USMChecking ERELTCIOT S LEETIDE, O—
FROEDIZ—h OpenCL* TS—=ELIENBEONCTDHAONERSINET,

onetrace ¥ ze_tracer DFEOHLOT T /NI R HA1LTAVESRI DL LNIILEOO/\WI TV RIGDIS—
DERAZEFETDOICHIDEIMDI S —IEHRNEONET CNIF, LREOHBEBIS—%RHIT DDICRIBET,
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https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/offload-optimize-openmp-applications.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/offload-optimize-openmp-applications.html

A4 FIL® oneAPl YO0 S =20 1R

LN EO NI TVREFERALTCT N\ RAICATO—-RIBRICTI—RTIS—NHEETBI5E, OpenCL* /\vD
IVREHLTHTLEEV. TOT S AN ERICHET 2155 LNILEO0O/N\YI TV RICIS—%LIR—~LTL
eV T/\A ZA@IFD OpenCL* \wO TV RTHIT—NBIRTBI5E. OpenCL* CPU N\ TV REHLETD,
OpenMP* A 70— RTI&, OMP_TARGET OFFLOAD %Z CPU ICERETD_ETHEETETHFRT . SYCL* Tl
ONEAPI DEVICE SELECTOR=opencl:cpu Z&ELFI.CPULTOTN\VITEIHNGRDARZICKED T 5D
E—& 7003 DT I\ A INDOEBICE>TE LD EMMEDHBRTEEFT,

BN FELETDIRRMEN DO v IDHIELT RO SYCL* O—FT parallel for ZEKTIMRICERSTND
SLTBEHTHEY T Fv—SNBINKREEZFT,

class MyClass {
private:
int *data;
int factor;

void run () {

auto dataz = data;
auto factor2 = factor;
{
dpct::get default queue wait().submit ([&] (cl::sycl::handler &cgh)
{
auto dpct global range = grid * block;
auto dpct local range = block;
cgh.parallel for<dpct kernel name<class kernel 855a44>>(
cl::sycl::nd range<1>(
cl::sycl::range<l> dpct global range.get(0)),
cl::sycl::range<l>( dpct local range.get(0))),
[=] (cl::sycl::nd item<3> item ctl)

kernel (data, b, factor, LEN, item ctl); // This blows up
}) i
});
}
} // run
} // MyClass

FEOI—FTIE (=] NSLATATERASNSENZEBTCIE—I5cd, TOTSAIFIZYvIaLET . COBIT
|Z. factor IFEMBRICIE this->factor T.data £ this->data THDICS this £ data BED factor &1F
B3 ICBREINIZEHTT,OpenCL* £FLANJLEOTIE, kernel (data, b, factor, LEN,
item ctl) WOHLTAERSIHIS—NRETIS Y aLERT,

COMBERARITBICIE. O—HILEH auto data?2 & auto factor2 ZFALET.,auto factor2 =
factor |& int factor2 = this->factor [CEBEe. TAYANT [=] #IBELT factor2 AFEHRATDE,
int WEVESNET . ABETI> 3% kernel (data2, b, factor2, LEN, item ctl); [CEBLFT,

i COBREIE, CUDA* N—RI)ILZB1TT DMRICKFHELELFRT B CUDA* N—RILDFCEN
TRFv—=REFL. ARV RIIN—TES LI EN—RIVAICKRET 2 ETRIREZRAT S
EBHTEFRT,
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OpenCL* EIDHTHOAVH— T LAV — onetrace F/zld ze_tracer ZFRT DL, H—FRILH 2 DOE—T
RLATHOHZNBZZENDND RIS —IEHRZ B2 BB R T —YBEEAT7O—RF /1 RICTIE-LELD
ELTVBR L HMERTETET,

HEHLBEXEU— (USM) ZEAL T MyClass & USM ICEINHTBIHE, LEEOI—RDEET B EITTEFRLTL
EEWV 2L USM [T data OFHFNEIDHETHENTL\BIZE  BROEENS OIS AIFI Sy alLFET,

COBITIF A—RILFOHL TINTZRET SMENRVLSIC, O-ANILAI-TATHL BRI OEHEBE
TETBCHERL TS,

I

17 )L® Inspector &, CORDFEEDZRIICEKIEEFT JRORBEHEREL T . CPU T/\MRTATZO—R
O—ROXEU—BIFAEETIDE, AT ILC Inspector & EE2ORIEDZ <& B LET,
e OpenMP*
- export OMP TARGET OFFLOAD=CPU
- export OMP TARGET OFFLOAD=MANDATORY
- export LIBOMPTARGET PLUGIN=OPENCL
. SYCL*

- export ONEAPI DEVICE SELECTOR=opencl:cpu

- FEFCPU LY —=ERLTFa1—=#H3EL, OpenCL* CPU F/\1 XD ik7Z&RH LET,

cl::sycl::queue Queue(cl::sycl::cpu selector{});
e mMA
- export CL CONFIG USE VTUNE=True

- export CL_CONFIG USE VECTORIZER=false

OV /I AILRICEBEBICT 2T T Y ad RN HDET . REb A EINICLTY
SV abhBERENDIEE. T/ \WIBIFIC -g - [&ELLANIL] ZIBELETHMICDLTIE,
T~ )L® oneAP| DPC++/C++ OV /)\AZ—-TROV/\—HARHE LT 7LV R (REE) =
SBLTESL,

6.3.3.7. SYCL*BIHNIN\VRS—%{ERTS

FData Parallel C++: Mastering DPC++ for Programming of Heterogeneous Systems using C++ and SYCLg (3&
) DEBECTIIROZENTHESNTVET,

C++ OB ERE L, 7O S ANTIS—\ S NefIBE . TS —hUIBSN BB ILREREICH
BT 2LDICERETSINTED COMRIE SYCL* OEHB TS — RIS —0mAICHBEELET,
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https://www.intel.com/content/www/us/en/develop/documentation/oneapi-dpcpp-cpp-compiler-dev-guide-and-reference/top/compiler-reference/compiler-options/compiler-option-details/output-debug-and-precompiled-header-pch-options/g.html
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
https://link.springer.com/book/10.1007%2F978-1-4842-5574-2
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COEETHEINAIXVYRAEFERTIE C++ FIANIEFZ TS —RERICTOT T ADMAOBMBERTITD
DTIFEL TFABH\DBINEITOTR T I DDICHRIIEFT,

F: COHOMETRULETFARE C++ £ SYCL* #FATIRBEV AT LAOTOTSZ0 0%
ZHAA9 & Data Parallel C++: Mastering DPC++ for Programming of Heterogeneous Systems
using C++ and SYCL*1D% 5 ZEError Handling h\oDiE# T . R IL DI —EDTF I~
AL CLWERT FHlFER=SRLTZSL,

IS—NEDER

C++ & SYCL* TIX IS5 —Z=BRRNICIELG< CHRENREE LB CTE DL DICKEISNTULVERT . ARL
BORBERIFFERIBOIS—DT IAILEOBERIF AR —F1 VT - I ZAT LANBMIT S TOT S LAOREKRT
ICTEDET RD 2 DOFIF ZNZNE TS —EFFIT S —ZWELRVISRICHRET SEFRMLET,

UTOI—=REIE N\ RILENTULERL C++ BISORERERLTVET . AL /\Y RILSNTULARL SYCL* [
HIS—RENRETHIARMENHDET . COI—RTIRBEDARL =TV TV AT LDNEDKDICIREDS
NTFARTEFT,

C++ ORNIBHIN

#include <iostream>
class something went wrong {};

int main () {
std::cout << "Hello\n";

throw (something went wrong{});

}
Linux* CODZETHI:

$ Hello
terminate called after throwing an instance of 'something went wrong'

Aborted (core dumped)

PLTROO—REIE O H SN std::terminate DOOEIHERLET . CNIE. 7 FUT =3V THRALED
SYCL* EFETIS—NRELEBERTI . COOI—RTIEBFEDARL —F 4TI AT LANEDEDITIRESH\ T
ARTEET,

TJO0SLATIS—ZLETIVNENHDERIN, FrvFSNRVIS—%FvvFLTHNBTOT S LN T I
&, 7075 LADMABBHT 5 ER<KMITDNENHDOERE A,
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std: :terminate | SYCL* IEFHAFIA DMLIBENEVLEEZICIFOHEIND

#include <iostream>

int main () {
std::cout << "Hello\n";

std::terminate () ;

}

Linux* TOEITH:

$ Hello
terminate called without an active exception Aborted (core dumped)

CORFAXVETIF BHIZ—% C++ OFINTRIETESHIERZFLGALTVWERIN, 7TUT -3V THl
HIDUBTHRPIS—%WIETBICIF, SYCL* HIANTFOHSNDINRITEFEL T SYCL* fIN=FIATILE
MHOET,

SYCL* TEHNDEH TS —[L, std: :exception Y1 THBDRETSATHD UTICKRITEDIC try-
catch BBI&ICLD>TSYCL* IS —AFvVFCTZET,

sycl: :exception ZFVvYFITI/INTI—

try{

// SYCL* D—0%ZE{T

} catch (sycl::exception &e) {

/] BINE R DERIFUIET DDAV EET

std::cout << "Caught sync SYCL exception: " << e.what() << "\n"; return 1;
}

C++ DI T—WEBXAZXAICINZT . SYCL* TIEZ VI AICEO>TAO—ENSD sycl: :exception HINTA
EEBIMLET . ZNUNMEIINTIEEE C++ OBINWIBTH D128 BFRE ICIFRIRHFDNHOET . BITEFLLVEIZE DL
TCRLET . TR BMOFANT S ADMIEBEIN main () DNBUSY—2TBRIETTOT S LD T LET C++
DITT—WEBANZIAICINZ T, SYCL* TIEZ VAT AICEDTRAO—IND sycl::exception HINY 1 T%EB
MLET ZENDUNEINTIZE C++ OFINUIRTH D2, RSB ICIFEIRHFNDDET  ISICFFELLVEIZEDITIC
RLETZCTIE BIOFANT T ADIBEI N main () DNBUY—2FBETTOT T LD T LET,
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J—-R7OvoDeHNEFvvFIINT—Y

try{
buffer<int> B{ range{l6} };

// ERROR: FR/N\VI7—ENDHAEME sub-buffer ZEH

/) N\ T7— VRS OF—hbFNNAO0—anEs
buffer<int> B2 (B, id{8}, range{l6});

} catch (sycl::exception &e) {

// BISVE BN FRZIFWIET Bz dMh e ET

std::cout << "Caught sync SYCL exception: " << e.what() << "\n";
return 1;

} catch (std::exception &e) {

std::cout << "Caught std exception: " << e.what() << "\n";
return 2;

} catch (...){

std::cout << "Caught unknown exception\n";

return 3;

}

return 0;

eyl
Caught sync SYCL exception: Requested sub-buffer size exceeds the
size of the parent buffer -30 (CL INVALID VALUE)

RIS —0E

FEEBTS—[F SYCL* SUFA L (RFR—REGD/I\Y I TV R) [CEoTRieN, TS5 —IFRART0T 5 L0
IVYROETEIFERERRICEELEFT  IS5—IF SYCL* SVF1LORENIXSTEMEN, 70T 5 —H\EIET
SOREDNE CTCHOHUIEETIEHII—ASNET RIS —DWIEZN/N\—FTDDITRD 2 DO EEIERE
LT<rEeuy,

1. WIBINSRUEOIFRPALS —H 5156 ICHOHSNSIERA/NY RS —

2. LWWDIEEHA/\Y RS —hEEE NS

FRH/NY RS —E . TTIT -3V ERT EHTHO SYCL* IV FTFRARPF1—[CBRSNET . ROED
Va3V TERSNER R TRIER SR ARLIEDIF RGN HBI5E, SYCLY ST AICKIOTHER/NY RS —
NIFOHESNTHNIRSDESNET IR/ RS —[Fastd: : function ELTAVTFRALEREIFF21—D

OAVARSOI—ICESN BEORY,. SLY IJ7 V013 TEECETEIT/\VRES—IF U TITRTLDIC
sycl::exception list 5|EZITANDIHENHDFET,
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SLATELTERSNEIER/NY RS —DEEH

// BRERIERIEA/\> RS —BIM

auto handle async error = [] (exception list elist) {
for (auto &e : elist) {

try{ std::rethrow exception(e); }

catch ( sycl::exception& e ) {

std::cout << "ASYNC EXCEPTION!!\n";
std::cout << e.what () << "\n";

}

}

}i

FEDHFITIE, std: :rethrow_exception DEICFHEGNT AT D catch NS BINAY1T (ZDIHEE
sycl::exception MH) DT I —BERHLTNET,C++ TRBGDITIILY—NEBETITEDH H1TITH
NODGELIRTOBNENIB T 2B TETET /N Y RT—F BEBFICF1—FLFIVFFACEEN BN
FI IBLANILOFFRICDOLTIESE 6 B (3E) THLGBEINTULEYD)HIRIE, LEEOUARTESRSINR/\ VR
T—%F1—ICEIRI BICIF, queue my queue{ gpu selector{}, handle async error } MDKDICEIR
LN\YRS—OVTFANIERTBICIE, context my context{ handle async error } MDELDICFEIR
LFT,

FEAEDT T —23 Tl AV TFAREBRRBNICERLEDBEBIZIMNEIEHDETA (I\VITZTVRT
BEIMICIERSNE D). 2D, FEEE/\V RS —A2FRTBIEE. TO/\Y RS —EREDT /\1 ADF1—ICFE
BTN ENDDET FARNEIYTFIRTIEHDERTA),

E: ERE/N\ VRS —EEERTDIEA ASHNDERTIY T FANZHARNICEELGVRD,
F1-—CEEIDVEDNHDFT,

Fa1—PZOHIVTFANCHLUTIERR/\N Y RS —NERZINTLEWE ZOF 12— (FRFOVFTFAR) THO
BONRBEGIEFBEIS-—NRELLIEE. T A EOERE/\ Y RS —DNHFOEENET . T IAI DNV RS —
[FRDIARERBCEDICEMELET,

FIAIVEDOIERINY RS —0F)

// BRUSIFEIER/N\Y RS —BEH

auto handle async error = [] (exception list elist) {
for (auto &e : elist) {

try{ std::rethrow exception(e); }

catch ( sycl::exception& e ) {

// FEEHERBISHCRSET BiEHRE H

}
}

/] BEET LT RLEBOHNDHDZ %
// A—Y—|CBHMLET

std::terminate () ;

}i
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https://link.springer.com/book/10.1007/978-1-4842-5574-2

A4 FIL® oneAPl YO0 S =20 1R

FIAIEDNY RS—IF FNIRASAOIS—ERE IS —CBML, 7TV -3V RBRTSIEET,
COBE ARL =TV T VAT LBEBRT LIeCeZLR— I 2BENHDET,

FRH/NY ES—ICEDFDIBRIT—ZMoB NI TOT SNV —ICRKEFLET . 7 TUT — 3V H B ZERICH
TCEBLD. I5—0OTJICET7TUT -3V DT ZLCI S —REDEEE CSRSFTRBERNHBDET,

—MRICIE, sycl: :exception: :what () ZHOHL T AAERIS—OF@AEBINL, 7T -3 v TS
BEI IR/ N RSB TAZLIBT 2NERETDDIETOT SV —RETIN LIFLIFESNDEEL
ELT IT—Xvt—Y (00T LDIEFEINDXYEZ—I TRBEINDAEENHOET) #HOLTHSE N\ RS—
AR TIDETY,, O S LDOREBZEEL T, ETEMGEL TELEETHICEETETDILOISI—EEN
HENTUVVERWRD, FERE/ N\ RS —BNTT TUT -3 %K T I e # st LT,

CNICED, IZ—DEHESNICHIDIDET 7 TUT =2 3V OAREETZ2R/TI D700 S LD BEo e ER N
FKRSNBARMNRD LETIFEAEDTOTSLTIE RPN EELLORERTIBENEYITI,

6.3.3.7.1. fl: Y AEODATI O TH SYCL* DAO—

ROTY TILA—=RIF BAZXNELODATI O HNESNESIC SYCLY \Y RS—DEDLIICTS—EERT
BDNVERLTLVET,

1. #include <cstdio>

2. #include <CL/sycl.hpp>

3.

4. template <bool non_ empty>

5. static void fill(sycl::buffer<int> buf, sycl::queue & q) {
6. g.submit ([&] (sycl::handler & h) {

7. auto acc = sycl::accessor { buf, h, sycl::read write };
8. h.single task([=]() {

9. if constexpr (non empty) {

10. acc[0] = 1;

11. }

12.

13.

14. }

15. )

16. g.wait();

17.

18. }

19.

20. int main(int argc, char *argv([]) {

21. sycl::queue qg;

22. sycl::buffer<int, 1> buf zero ( 0 );

23.

24 . fprintf (stderr, "buf zero.count() = $zu\n", buf zero.get count());
25. fill<false>(buf zero, q);

26. fprintf (stdout, "PASS\n");

27.

28. return O;

29. 1}
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7IVT =3V ETHRICTAZANEODATI O RIEBT L, TOT S AIFTR—FL . IZ5—AvE—IN
HASNET,

$ dpcpp zero.cpp

$./a.out
buf zero.count() = 0
submit...
terminate called after throwing an instance of 'cl::sycl::invalid object error'
what () : SYCL buffer size is zero. To create a device accessor, SYCL buffer size must be

greater than zero. -30 (CL INVALID VALUE)
Aborted (core dumped)

JO005R—F TN\ H=ThHINEF vy F L I5—2BLEYV—RTON\YI L —RERHETELT,. OIS
=V DOREERECETET,

6.3.3.7.2. fl: AIEZX NULL /R1 5 —To SYCL* RO—

PLTROOI—RICDWTCEXCTHET,

deviceQueue.memset (mdlReal, 0, mdlXYZ \* sizeof (XFLOAT)) ;
deviceQueue.memcpy (mdlImag, 0, mdlXYZ \* sizeof (XFLOAT)); // A—FTAVT-I5—

OV )\1Z—I% . deviceQueue .memcpy CIBESAIEARIER (NULL IRA V5 —) BEOT7S0%#tzYv LEEA.ZD
IS EITSNBFTFYVYFINELTA,

terminate called after throwing an instance of 'cl::sycl::runtime error'
what () : NULL pointer argument in memory copy operation.-30 (CL INVALID VALUE)

Aborted (core dumped)

ROO—RAEINZ NULL TRAVAI—DIS5—%Rd JOTSAICEESNE BEF1—COETEOHNE NN EHE
SNEBIC, - —DEINE O EHET 3552 RLTVET,

1. #include "stdlib.h"

2. #include <stdio.h>

3. #include <cmath>

4. 4$include <signal.h>

5. #include <fstream>

6. #include <iostream>

7. #include <vector>

8. 4#include <CL/sycl.hpp>

9.

10. #define XFLOAT float

11. #define mdlXYZ 1000

12. #define MEM_ALIGN 64

13.

14. int main(int argc, char *argv[]) {

15. XFLOAT *mdlReal, *mdlImag;

16.

17. cl::sycl::property list propList =

18. cl::sycl::property list{cl::sycl::property::queue::enable profiling()};
19. cl::sycl::queue deviceQueue(cl::sycl::gpu selector { },
20. [&] (cl::sycl::exception list eL) {
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21. bool error = false;

22. for (auto e : elL) {

23. try {

24 . std::rethrow exception (e);

25. } catch (const cl::sycl::exception& e) {

26. auto clError = e.get cl code();

27. bool hascontext = e.has context();

28. std::cout << e.what () << "CL ERROR CODE : " << clError << std::endl;
29. error = true;

30. if (hascontext) {

31. std::cout << "We got a context with this exception" << std::endl;
32. }

33. }

34. }

35. if (error) {

36. throw std::runtime error ("SYCL errors detected");

37. }

38. }, proplList);

39.

40. mdlReal = sycl::malloc device<XFLOAT> (mdlXYZ, deviceQueue) ;

41. mdlImag = sycl::malloc device<XFLOAT> (mdlXYZ, deviceQueue) ;

42.

43. deviceQueue.memset (mdlReal, 0, mdlXYZ * sizeof (XFLOAT)) ;

44 . deviceQueue.memcpy (mdlImag, 0, mdlXYZ * sizeof (XFLOAT)); // dA—FA4V7-IT5—
45.

46. deviceQueue.wait () ;

47 .

48. exit (0) ;

49, }

6.3.3.8. UVY—-X

SYCL* APl Mo/ fERICELD SYCL* I AT /I\w I T2 1 RREO07 TO—FICDLWTIE THA RS S1T5EE
OBIHNDT > T )L (RFE) #BRLTLESL,

U —R%ATO— T 2ILRMEEZ R T OpenMP* Efzld SYCL* APl #ERATS7 U —3>D~5T)L

Va—FTaVIE TBEGNAN T TV -3y DS TV a—FTa T (#EE) OFa—RUT7IILESRLTE
U,

6.3.4 A70—FROINTA—TVAZREL
AT7O—RN\TA=TVAOFEREIE, 3 DOFEICENTETET,

1. FTI\AREOA—RILOETHEZEALL DD, T /\AABEDT —FEERHE A A e H/IMELET,

2. HETHNIE. T/I\AREDFGTEETNNAREDT —IEmEEA—/\—TVTSEET,

3. FTIMREDA—RILDINTA—T >V A% AELET,

OpenMP* A7 00— k& SYCL* DM B TT — X RMICHETEMTERI N, CNEBEFNICIT O ED

TEEI e RRAREATO—RTNARIFIFEAEFFREBICENFIT B/eed, T —FEEEHE L LS E L THEEN
HFESDICITONT  PRELDDREEETICENHDET . T/ A RERASOEH TTF I LRASNET —IN
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https://github.com/oneapi-src/oneAPI-samples/tree/master/Tools/ApplicationDebugger/guided_matrix_mult_Exceptions
https://github.com/oneapi-src/oneAPI-samples/tree/master/Tools/ApplicationDebugger/guided_matrix_mult_Exceptions
https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/troubleshoot-highly-parallel-applications.html

A4 FIL® oneAPl YO0 S =00 1R

BHEXEU— (USM) ITRMISNTLRIEER N\ TA—T VU RICHET DBEBNERIDOL AV —CTF —SEENTTH
NBAEEMNHNET,

Uy -2

¢ oneAPIGPU &b R
e AF)L®oneAP| FPGA &1 R (&EE)

6.3.4.1. N\vI77—REARREETIFE

AT7O—RFN\AABEDT —AEREICIFEBRN I SOOI —H —ZEETOXTEU—EIDHET Y RFT A=),
BERON\=RDx7- 20— —RA V=T TA ADNREICEDET MEHLEXEI— (USM) [ HRARETE

EFAZ7O0-—RF/\AZOVWITNHDOXEY—DEFHEBHTZ/\vI TSSOV R-TOERAICLBZIAARNDNDET,

SHIC ATO—RTFTNAZALEOA—FIVIE ETICBRBIZINTOANBLTOH /NNy 77—y b7y TSN TH)

A REICTR D E TR T DHMENHOET,

1 BOTF—FERETATO—RT /A REPDEINT BIEREICHDDDGEL ZOA—/\—AY ROIZNKIFIFR L
TI.ZDH. 1 EBIC 1 DIDTIFFK 10 B DEEEAFEEHTITDIEDINIEEZINIFRIETT, L\ITNICLTH,
INTCOT—HEEICITTORASNE LD, BREORHER/NRICTDICENEBRTI HIRIE EHOL—RILESE
FELCA—FRILOEBOHFOHL THREETIEMNHDIBE . ZNOEN—RILEFOHEITTZOVICEET DO TIFE
L —EBRIFATZO-RFN\ARICEELTBIAITRIELIICLET . BEIC.BE—DODAEDT —YEEICIL BE—DD
BEOT—YEHRELDBEFENNNDET,

EESNN\YIT7—DHET A XEAO—HICTEFTEA T —INATO—RT/\ARICEEL 2B, H—RILNE
TENBBFEERELET A TO—RT/NAINDT —FERELDDH ETRENR LGS, B—BIFeRANTET
FTBREN, A—RILOETET —FEEOEETREALIDDRIGVERD A T7O0—FOA Y REHOER A,

BEIC.HDN—RILOETEXON—FILOETOBIC . AT7O—RFT/INA AN 71 RIVREICTG>TL BB %H
BLFEI.EVFEEERE L T —Y8XOHRA S EO7ILTU X AORENREATHD A EEENHDET &L T—
SEEERE N—RIVETOA—/\—Sv THEE TMENHDNET,

MARTOI—RET ATO—RT/N\AATOI—REFT, BLOT—YEEOBRIFEMTT . CNHODIETE & FFRE
F BGO— R ChHoCHERNICIEBMTETIDDOTIEHNERAINTOTITAETA—ERENICIERL ZD
BRaESZE(CLTATO—RI—RAERELTBICIE ROLSHEY —ILNREICEDET,

6.3.4.2. A2VFIL°VTune™ 7O7715—

AVFIL® VTune™ ZO7715—Id RAREQELWN T A= ABWAIRET BIEIF T FEicniz GPU
DINTA—TVRICEAT RFMIBHRDBHTETEIT . GPU BIFOHREICETBBMRIE T F )L VTune™ 07 71
T— A =1 1ESBLTIES,

AV 7L VTune™ 707715 —0 GPU A 70— RE2—ICIF ZNZNOH—RILBEDT —FIREICEPESNT

BERE3E GPU LRy R RCET R U—MRRSNEITGPU SHE/ AT« 7 Ky ARy - Ea—7TlZ,
EIMGHPHIYREFERLT GPU H—RILD/I\TA— >V ADOXA0OFNGE GPU H—XRLTRIMECoTLD
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NeFLLHABRIT O ENTERT . N TOT 7ML E—RTIE T —YREEETENRERBTEDLDICET
BIHERLIED  N—RIVENERRLETITBDICTRIRT—IOhH2hHIRTLIED, I—FRILDY GPU XEU—[EE%
EDEDICHBITBNRANCDTEET,

NBEOBIFTIA TOEMICDODVTIE 1T IL® VTune™ 07715 — 1—F— 1R ESRBLTILESTV,
AVFIL® VTune™ 707715 —%FEALIE GPU OFBILICRET 5L 7> )L° VTune™ 707745 —T
A7)V GPU @07 FUT— 3> n&iE b, (35E) #8RBL TS0,

A—FIOETRBEZEDITRICIE AT IL® VIune™ 70771 5—HFEATETFIAOIRVFF BETO
77 DERERLET:

o UN&E
- Lo\ OITUR

$ vtune -collect-with runss -knob enable-gpu-level-zero=true -finalization-mode=none
-app-working-dir <app working dir> <app>

OpenCL* \wO TV R

$ vtune -collect-with runss -knob collect-programming-api=true -finalization-mode=none -r
<result dir name> -app-working-dir <app working dir> <app>

. LA—F

$ vtune --report hotspots --group-by=source-computing-task --sort-desc="Total Time" -r
<result dir name>

6.3.4.3. 17 )J)L°® Advisor
17 )L® Advisor 13 ET8% GPU [CATO—RITB/INTA—T VR %A ESBDITHEIID 2 DOMEEERELET,

o AT7O-ROEFILEIZ RALD OpenMP* 7O S A%FHEL T, GPU NOA 7O— RICE Lz O— R4ElE
HERLFET K, ZBERGY—TVEREIFIC GPU ZEFILETEBOH Y—T Vv RICEBELEAZO—R
O—REFERECETET A TO—R- 7R/ A F—E AT7O—RO/N\NTA—<V AEHIRIT S EEMENHD
BRHICHT IFEBRERMLET,

e GPU IL—TZAVEEMIZ . GPU TEITaNBD 7 TUT—VavEERL . EN—FRILH GPU ODXEU—HT
VAT LAEETBEIZVREEOREMERR<FERALTLBIHIRENICRLET . CNICEKD, A—FRILD GPU [T
ENBVRBILESNTULEIHMBENTEET,

ITICATO—REERITZ 7SI -3V TIOE—REFERITBICIE, CPU LM OpenCL* 7/\A X&ETH—
TYRICTBELEOBIBAREITDINENDDES  FIBIEZ T17F)L° Advisor 1—H—H1 Ry (EZE) #2RBL T
=LY,

A70—-FOETIMETIEZ GPU 2FERTRLSICT TUT -3 VA BBEITIMNEIIHDETAMAFI—RTRESE
[CHBELF T,
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Uy —=X:

e AF)L® Advisor v Tw: GPU AT7O—R
e AT7O—ROEFIVIBAFT (HEE)
e GPUJL—TZ1AFT (&)

6.3.4.4. A70—F APIFOHLOYILTTY

AVFIL® VTune™ 70774 Z5—%#FAL T, T—45H GPU [COE—aNB3I1=ZV T BROAH—FRILDERTSN
YAV IOEFABLEGL (FRIFTEERV) 154, onetrace, ze_tracer, cl_tracer & OpenCL* 7 U —/3>
DAV T LAV—CTHIDEREERITDIHENARSNTVET (RELEBENGZRS VY1 LAERNHER
A HNZERBEIITZRIUT AR I IVNENHDET), FHMBICDVTIE, ToneAPl T/\w T —)L ) TATO—
FUED L — 2 BELOTAT7O—-RUEOT/\wT 1 #28RB LTS,

6.4 NTA—IVAR-Fa—ZVT-10)l

INTA—RVRA-Fa—T P14 0)LOBREE FTEEDOBERFE®/\vF I aTnBEMGE  BEERAETD
BEARHEIT D ETI ATOV I TIVRTAa—LADIEE RAREIRITI L TEITSINDT /N1 X TH B REL:
SHEYIIIIREDET . N0V —XEFBALT/I\TA—Y Y A%[ LSEET,

INTA—RVATFa—_27HA4T)LICIZ IRORATY THHNET,

1. R=RATAVOWERE
A70—-RF3N—RILOFE
H=RILOATZ7O—F

RiE

BiEAENTDET 1~4 ZEDRT

ok~ W N

6.4.1 N—ZXAT1VDOHETE

EIBRFE AT EH—RILESRE, 1 MHBIEDOFENIRBEEREDA NIy I EER—RAS11 V=B ELERT CHNIE,
NTA=R VA LEOAERIFT TR AERDIES AR T 2 FREL TOAATETET,

N—RASAV%EET DEE LG .IZ C++ @ chrono A4 75U— )L—FVAEFERLT,. D—I0—ROETHIET
FAR—FOH LU CRERETIEIT S 28T,
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6.4.2 A70—RIBDHN—RILDEE

NTOVZITFRTSYETA—=LDOTI\A ATH B AT BERETET MU EHARICGERITDICIE GTEENE TS
ETAEGYRATERETDENERTICPU OHTEITINBD T IV -3V ERABTDE . GPU TETID
DICELREIRAINEDONBCENHDET Nt 77 )L® Advisor DA TO—ROETILLEECHIBITEET,

1T IL® Advisor &, 705 L —5—CETTITRIAREENDDT—I0— RO\ TA-—T 2 AFFEEHRTEE
9. J—00—RO7O771IVIEHRNS N TA—T VY AEBBEDD B L. RHILRYIOREAESEML T . SBICA
JO—RFT—YEzHRIL HREIEERLET,

—MRIC B EUR T ARRGT =5y beF5 RoNeT —FEREETON—RIVIE T /\AANOA 7 O—FIC
BLTULWERT,

A70—-FROEFTILEAFERLEFIBICDOWVWTIE TEATAE: GPU ICAT7O—RICEDKEGNENESNDIEE
DEFEY (BEE) #2BLTKIESV.GPU SV b TAa—LATOT7 TUT— 3>V OETIVED/IN T A—< >V XICEET D
ZOftoUY —XCDWTIE T F)L® Advisor I—H—@FAT7O—ROETILEDUY — 2 (&EE) 2B L TL
Eéb\o

6.43 A—R)N=EAT70O-—-F

A70—-RICELEA—RIVERELZS, SYCL* Ffzld OpenMP* ZEALTH—XILZ2T A RICATO—RLE
9 AR DEZESRL TS,

6.4.4 SYCL* 77U —I3avngiE{t

oneAPI [&,CPU,GPU,FPGA i3& #EHOT7 IS L —~9—CEFTTIT2I—REERLEIT el I—RIFINRT
D7 IS L —5—CHRETIFTWAIBEENDNET /N TA—<V AOBEERZEN T BICIE 3 BEORE{LETDOZ
EEERLFET,

1. 7OESIL—45—2RITERINZI—MRNEERELETVED,

2. BERIBZBT7OEIL—5—-ICHLTEBNICKRELEITULED,

3. ATV 1Ee2 & BHFEDETRANI—REEBE{ILLET,

BECIE ARILRYT (1IFHNOO—REIY 3 VICHERTETRENEVL D —REE) 2#HIRT31EE T . N5

Do IVIF TINARAREIFRASTETCERIT KBILTIF AV TIL® VTune™ 707715 —r&DTOT7
ALY —)LEERAL T, O—FRORRLRYIZRELERT,

TR BUDRATY I THBI 70 L —5—2RICBAI N — RN BRE RS LET . 7 /\ 1 AEB D&
B, T/ A REBORASTS0F74X (RATY T 2) BERORAET N\A ABOREL (RTv 7 3) ICDLTIE,
P> )L° oneAPI 'V —)LFv ~ElF FPGA &iELITA Ry (EE) BEDT I\ A ABBO&REL 11 R TEHELERAS
NTVWET COFETIE. 7SI L—45—ICATO—-RIBZA—FRILNT TITRESN TV BRI & BLOBERDT7 D
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I —A—TCI—IONRTITBRZEABEELTCVWET . COHMRIF KRR T OESL—5—F FRlFHRAREE
HOIBEZDTIEIL—I—RDT—00ORENCDVWTIFEERBLTLERA.

TOES L= —2RICBRINS—MHNERBELIZRD 4 DICHESNET,

1. BLANLOSHEL

2. JL—EEDsHE

3. XEBEU—FEEOHBEL

4. SYCL* BBEO&E

RO TIZ EROHEBILOHFEN/IN—LET . CNoORBILEERRICI—RICRMT BEE0OFMIE AV S /D

—BICAFTCERZI—REBEEDCERN CRNITRZENTEET . ZZTIE . SYCLr BBEDSBILICET 3 l%x
~LET,

6.4.4.1. BLANIOFKEIL

o WD —ODBEEPLET MEERZTDITERAITBICIF AWEERLDHZLDT—INMBETT,

o A—RINOI—FFARZHR/MULET . CNICED 7O EIL—F—0asFryyallh—RILDMRE SN
F9,

o A—FRNOO-FNSVRERDERT . ETRKEAORVA—RILIEFRELRYIERD (FDNDOAD—FRILDR
W=y RICEETDUREMEND DD, H—RILEDOETIREIFASLERSRNLDICLET,

o BIXRLORBEIFEETTZS LV EITRENRLVBERIZ R HILRY T ERS BN H B2 OHS AL
TlflzEy,

6.4.4.2. I—7EAEDREL

BYICHBELEIOBS N, BRGKRTRUOIL —TeERALET BMR T RO —TE(F HA
M1 DOTHD BHMEREBEEDLETE —OR T ZMEFDIL—TTT,

o BEAVTYVIOREEHM EREZFT DI —TZ2BHRLETHIZIE BIINOEH AV TvIRZERL, 2V
TIVESIC EREDHIBL TV DI —TRETT,

o ARBRORVAI-—TTEHEEELFT . CNICED  XEV—FLIFRIYVIDEAEBEERH TS ET,

o IL—TEkeNdT — Y ORFERER/IMEERLIFEMLET L —TEROKFERICED, WHEHOEIR
SNBTEDHBDERT, AR EFREIRZEHBRLE T R TS RVISEF IERBRROERMEHEAILT S
MNIKEREFREO—NDILXAEI—AICEHFT,

e pragma unroll TIL—7%#7>O—-)LLET,
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6.4.43. XEU—BENOZEIL

o HBEHRRND AEU—FRLDEAEAEBLELET  AEU—DLAF VY —EEREOIFSHAEL0EBMR -
LRV E BN B DET,

o HEETHNZE. TO0—/ULXEI—ENDBO—HILBLOTSAAN— R~ XEY—AFHLET,

o RAVI—DOIAUTIVIERITET,

o AEU-TIORREBELTT AEY-T7IERETIL—TKLTERDAEY—BEROBEFHSL, FrY
VATV DONREREZHET,

*  HETHNIF AEICETINSI—REEHOEH R ETSANR— - XEU-ICREBLEIT BARXEU—
TORAICHTBIN—T 7 O—-ILOFEITIELTZS L,

o BlOA—RILDFHFEDT O—/ULXES—ADEZFAHFERITET KOOI/ TEFERLET,

. A—RJVIC [[intel::kernel args restrict]] BMZEERTDI &R LTEE LV COBMICEK
DAV AZ—=FN—RILOT7 oY —s| HEOKEFEEREREEKTETEIT, 7oz —s5 | BOKEFEEREER
g5, AV A S—FSBICBBHNGRERBIL ATV, A—RILO/NTA—=< VAN E LT B8N HDET,

6.4.4.4. SYCL* EBnERi#EL

e DEETHNIE work-group H1 XEBELET B [ :reqd_work group size(X, Y, 1 (X,
Y. 7z (& Nd-range OEHXIT) ZER LT, work- group (Db"l’Zf& SECSEI, ://\47—13;@@%&%
MALTEBRGRBILZT D CENTERT,

o HEETHNIE, -Xsfp-relaxed ATYIaVEFAHALTLES V. COA TV a vk BINEE/ N EEDIE
P EEMLET,

o FIRETHMNIE, -xsfpc ATVIVOFERERE LTSV COA TV IV IF, ARERISGEIFE ICHREDZF
/N RN DRIFE R REHBRL C BEZHERT IS NEY heFv J—LET,

* -Xsno-accessor-aliasing A7 3VOMAZEGE L TLIIZE W\ COA T3 VI[F SYCL* H—RILDT
Ot —5| MEOKEEREBEELET,

6.4.5 BIVITIL ET,. 70771V, ZLTEDIEL

O—REZELES I\ TA—T YV RERNET D ENERTI U TEHEIRBLET,

o XRUvwOFiESNELED?
o NTA—IVAOBRERIFER TS ELEDY?
o HNATRGEEYIOINEKSNTLERIN?

BROILEYMEERLEI  HEERA LRI DE VA S—ORBIPOI—REEICLNELGIIGENHNET,
ZRFHFBHEANTITH? Z25THRIINIE BB ATV ICEDET,
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6.5 oneAPl S175U—EA

oneAPl 77UT =3 VICIF AV TILDOY—ILOUU—=N\=T 3V EQEBEEDRD BN 51T 5U -1 ETH
[CEENBBENHBORT AT IL® oneAPl W —)LFy TV R—RY FRRE BEREZHERTaRDEYY
TAvT N\—=T 3T (EER) 2EALET,

RO —D A>T )L® oneAPI W — )L h TSNS APl BEO ABI ICERAINET,

E:oneAPI 77U =3 vIE 64 EV DY =Ty T /INA ATHIR—banEd,

o FLWTIVFTILD oneAPl TINAARSA/\—_ oneAPl BINS1 7S U— BE oneAPl /15—,
A4 F)L® oneAPl W—I)LAEFERLCEILRESNEERSHFO7 T —aVaERIET I ldHhNERALIR
EDAPI E BREXT v —/\—Y 3V OEELGLTCEIGRELOEBINDZEEHDEE A

. oneAPl 7 U —avmBREIF AV —T71)LeSATSU—DU—R/)\ =3 VhEILTHBIZE
EERITDIVNENHDEIT FIZIE . 7TV —3> T AT IL® oneMKL 2021.2 DAY —T 71 )L%&
17 )L° oneMKL 2021.1 TEARLTIFEDEE A

o AVFIL® AVIAT—TCRHESNDIFLLWEN S TSU—Z. HWW\—TVa>roadV /1S —IER SN
TV — 3V THEELET (CNIEF—RICTEBEEFEIEINED). LH\L. ZOFIEFHTIZEDET A,
oneAPl IS 7 SU—0FL W= 3 VI BEIO/N—Y 3> TSN TUOGLIL—F U EEN
BIEEahHNET,

e oneAPl HISDAFIL® VA S—TRHEHSNBEVENS 1 IS U—Z FHFLWLWI—I 31V FILe
oneAPl OV /1o —TIFHEELE T Ao

oneAPl 7 U —2 3V BFEEIL oneAPl 7 U — 3N EEMEDH D oneAPl 51735 U—EBICERBS
NTVWBEAMERTBDRD, "B T TUT -3V DT ANEERT DIMNENHDET,

6.6 SYCL* {3k

SYCL* ¥LoRMEBEICKD BIFE FDRICEERR, 2 MLV UI—Y3VDIERETOCENTEERIT . FR, JOR
T—=FFOFv—Y AT LOBEFEEYR—L9 B Khronos Group "FEDA—T> - 255 — R TIRBIN RN E
A0 = RETDDICRIBEET,

1> FI)L® oneAPI DPC++ OV /\A S —TCHYR— kSN TL\D SYCL* HiREBED—EICDUL\TId, TSYCL* HisRIEEE
(B =B L TSV,
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7 H&E

7Ot 5L —%— (Accelerator)

BIEOY Ty b RICETIBABYY —ReECHEA IV R—R Y b, CPU,GPU, Fzld FPGA 3&,
A ZNIESE:<H

72t 5 — (Accessor)

7O AT BIGFT (KA, T /N1 R) EE—R (read, write) BREBELET,
77U —23>7- 23— (Application Scope)

MALETETENEI—R,

I\v 77— (Buffers)

STEETORDT /A RITEBNBDIBEDHCEZBETEIXEI—ATI U,
YV R-J)L—7-X3—7 (Command Group Scope)

MARET NNAAEDA VI =Tz RELTEMET 20— R,

7> FE*F1— (Command Queue)

IRV BRI —T=RBICHETLET,

FFE1=w I (Compute Unit)

WIBEZECTERTOHEBEREZEH. T/ MR LOIFDDOFABEIZYHCHBIXEI—KDBERICTIERT B
S BEREZTIT T IL—TLIzDD,

FI\1 X (Device)

BEOY Ty b RICETIBABIY - X587 05— —FRFERIVIR—RVH,CPU [FFT /81X
ELTHRATEFRIN, ZDIHE.CPU 7025 L —F— L TERESNE T, CPU, GPU, F/zld FPGA 3&,

7owsL—5— 988,
5 I\1XJ—R (Device Code)

MARTIFFLT NAATETSND IR T/NARAA—RIF ZLTN, T7V 05— FelFA—RIVISA%ZNL
CTIRESNET,
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DPC++
SYCL* HiR—k%& LLVM C++ OV /1S —ICBMLicA -V —X-Fay 0,
Z7v N1 FU— (Fat Binary)

BT I\AZ@AITFOTNARD— g7 7T —237 - \AFU— A FU—=ICIFORAT—F (SPIR-V* )
EH=TYREBOETREI-FOmANEENET,

Z7v k3514 735U— (Fat Library)

BHTI\ARAFOATI O - RFEECT7—NATEEIFSATIU— 7Y 51T SU—ICIFONAAT
IOk (SPIR-V* ) &5 =T v REBOA T 20 O—FO@ AN EENET,

Z7vhATI Uk (Fat Object)

BRI\ AABTOATI O I—REEC T 7). 77y ATV ORIIZNBAATY T (SPIR-V* F2R)
=TV RBEBOA TV O O—RO@mAENEENET,

A (Host)

JO0S5LADOFEES ERNICIZTZ U -3 - RAO—SEAR VR TI—T20—TA5ETITD CPU R—2
DYRT A (AVE2—5—),

HRA+3J—F (Host Code)
MR- OAVINAT—=ICFoTaV/I\AILEN, T /A ATIFFELRARTCEITSIND I—R,
1 X—3J (Images)

HIAHBEMAENL T IEATNZ TA—TVREHFOHWEWVGEAE—-ATI TR, BE RGB HEDOF TR
FENET)L THEA SN DBEBRICERLET,

N—RIAX2—7 (Kernel Scope)

FTIARETETENEI—F,

ND-range

1RTT 2 RIT & 2lE 3RTD N RTTL VY  A—RIVA VRV ADT )V —T  FleldD—DOIEE O,
AMIEESE (Processing Element)

HHITY R ERRT 2AHATOBIOTY Y,
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Hi—Y—2X (Single Source)
MARETOESL—F—CTERITTETBRLT7ILOI—F,

SPIR-V*

DS540V 2—5— AT —JEFABN—XRIZ2XKIRT /A FU—FREEE,
SYCL*

B—Y—RT71IVICEEND 7SI —3 VORI RO—REN—R)LO—REEED ISO C++ ZFALT ER
Oyt —DO—RAEZRIRTETRLIICTDIIVARTSY R TA— LRI L1V —DIEXE1L,

2 —2%4)L—7 (work-group)
BRIV RTERITISD—UIEEDER.
J—218H (work-item)

oneAPI Z7O0 S =0 -BEFI)IVICHBIF Bt EOEREN WBERTETINDIN—RILICEERN IFTENET,
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8 EEEEHEICDOLT

AVFILOTo /0 —&#FRITBICIE WISLE/\—ROT 7 BFEDY I o7 Feldb—ER0BMWMEINE
EIRBIBENHDET,

BN EF 2T —ERHTEZIVE2 I — I XTAIFHDFEE A
EBROBERIFEGBDIZGAEDHOET,

© Intel Corporation. Intel, 7> F )L Intel O3, ZDOMED1 > T ILOZFPOITIE, Intel Corporation FZIFZDF
SHEDOEIETT,

* ZOMOMR RRBREF, —RICEAORTR, BIRECFEREIZECTT.

HABIVEREICEE T D153

MERE(E, FERRR, A, ZOMBDEBRICESTRBZEDET,
SRIC DL TIE, http://www.intel.com/Performancelindex/ (J&:8) #8BL TS,

SEESEIEOHNET #20201201

FRICHRRSTVRLRD, CORFAXY FOY Y TILI—RIFE MIT SV RO TNOROFGTRFENET,
© Intel Corporation

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and
associated documentation files (the “Software”), to deal in the Software without restriction, including
without limitation the rights to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies
of the Software, and to permit persons to whom the Software is furnished to do so, subject to the
following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial
portions of the Software.

THE SOFTWARE IS PROVIDED “AS IS”", WITHOUT WARRANTY OF ANY KIND, EXPRESS OR IMPLIED,
INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY, FITNESS FOR A
PARTICULAR PURPOSE AND NONINFRINGEMENT.IN NO EVENT SHALL THE AUTHORS OR COPYRIGHT
HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER LIABILITY, WHETHER IN AN ACTION OF
CONTRACT, TORT OR OTHERWISE, ARISING FROM, OUT OF OR IN CONNECTION WITH THE SOFTWARE
OR THE USE OR OTHER DEALINGS IN THE SOFTWARE.
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